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Abstract

This paper discusses the generation of cryptic crossword clues. a task that involves generating
texts that have both a surface reading, based on a natural language interpretation of the words,
and a hidden meaning in which the strings that form the text can be interpreted as a puzze. Pro-
ductions of a domain grammar representing the puzze meaning of a clue are realized through the
aggregation of atomic chunks of text, each of which corresponds to a symbol in the domain
grammar. This process of aggregation is restricted by syntactic and semantic selectional con-
straints to assure a valid surface reading.

1 Introduction

This paper discusses a system calsgsMA which generates cryptic crossword clues: fragmehtext
that also have hidden meaning, quite different from theurface reading. This raises an interesting re-
search question, namely how to generate text dmntultiple layers of meaning based on different sy
tactic rules and different semantic interpretatidrige input to the realizer is a production of ghhievel
cryptic clue grammar whose terminals are the strih@t participate in the puzzle presented by the. c
These conceptualizations of possible crosswordsateatain no implicit syntactic or semantic informa
tion, and so a mechanism is required to ensuretlieatesulting surface text is syntactically corrad
semantically appropriate while the meaning of v, tderived directly from the input, is not disiad
during lexicalization.

Although there are other contexts in which textwéatsecondary meaning is generated - such as com-
putational humour (see Ritchie, 2003EMGMA is unusual in that the input data does not repitethe
surface reading at all.

1.1 Cryptic Crossword Clues

The cryptic crossword clues generatedEdyGMA consist of two separate indications of the sotutio
word, one of which is a definition, the other a glazbased on its orthography. Consider, for exanpke
following simple clue fomnoisd ess:

Still wild lionesses (9)
Here noiseless is represented both by the synonstitl (the definition) and a wordplay puzzle (an ana-
gram oflionesses) indicated by the convention keywowdld. All of the clues generated by the system
conform to Ximenean conventions (Macnutt, 196&etof guidelines that impose restrictions of icfle
tion and word order to ensure that clues are ‘faid also encourage the use of homographs andrconve
tion vocabulary to make them cryptic in nature.

It is important to note here that there are twoasate readings of this clue: a surface readinghichv
the clue is also a fragment of English text, aredghzzle reading required to solve the clue. Irstirface



reading the wordhill is an adverb qualifying the adjectiwéld, while in the puzzle reading it is an adjec-
tive that is a synonym famoiseless.

There are many different types of crossword cluedgiay, including anagrams, homophones, writing
words backwards, appending words together, and Ies@leSENIGMA generates clues using seven of
the eight main types listed in (Macnutt, 1966) aad also generate complex clues with subsidiary puz
zles. This coverage combined with the richnesexitl choice in cryptic crossword convention vagab
lary means that it is not uncommon fENIGMA to generate several hundred valid clues for aesimgut
word.

1.2 Requirementsfor Generation

Given a particular solution word, suchrasseless, the first step for the system is to determinedifier-
ent ways in which the letters of the solution cooddpresented as a puzzle. For example, the biatsie o
clue could be thatoiseless is an anagram dfonesses, or that it can be formed by runningise andless
together, or that it is composed of a riveis) followed by the lettel all placed inside the wongess. In
its present fornENIGMA locates 154 such formulations for the input wooibel ess.

Each of these formulations can be represented cdgeatree undeENIGMA’s domain grammar for
cryptic crosswords in which the terminal elemenmtsthe strings used to compose the solution word. A
example of such a tree is shown below in Figurié tepresents the fact thaviseless can be formed by
runningnoise andless together, a puzzle type known as a charade (Mact46; Manley, 2001). These
clue trees contain no linguistic information - teeminals should be thought of as strings not asisvo
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noise less

Figure 1. A clue tree that represents appendaisg andless to formnoisd ess.

To lexicalize such a clue tree the system musttogectsa fragment of natural language that can be re
terpreted - through the resolution of homograph$ arknowledge of special conventions - as a valid
cryptic clue puzzle based on this non-linguisticigture. Along the way the syntax and semantighef
puzzle reading must not be disturbed or the clidagie its hidden meaning. At the same time, tatin

ral language syntactic and semantic information ighanissing from the input data must be imposed on
the clue so that a valid surface reading is ackiieve



2 Chunk by Chunk Generation

A complete clue does not need to be a senten@yeora clause, it can be any valid fragment of txd
ENIGMA takes advantage of this fact to simplify the gatien algorithm. The clue tree shown in Figure 1
is realized through a process of composition. Fireatsymbol labeled A is realized. Next B1 and B2 a
realized individually and then combined to formNbw, A and B can themselves be combined to form
the clue. Each realization is a fragment of temt] brefer to each of these fragments abuak, although

| note that they are rather different from chunksdadl on major heads (Abney, 1989), for the reasens
out below. To implement this process the systendsie@be able to do two things: create chunksdche
terminal in the clue tree, and merge chunks inttcassively larger ones until the root of the tree i
reached. This recursive process enablesMA to construct complex clues with subsidiary puzzisisg

the same implementation it uses for simple puzzles.

2.1 Chunk Atomicity

A key feature of chunks iBNIGMA is that they aratomic: when chunks are combined together they can-
not interleave or nest. The reason for this is ¢a@h chunk represents a part of the hidden meanitig
clue, and so any text inserted into it would renttierclue invalid. For example, in the sample @hbeve,

the chunkwild lionesses, indicating an anagram ¢ibnesses, might have been rendered predicatively as
lionesses are wild instead. If the qualifiestill was added to this fragment and attached to thectid
wild the result would b&onesses are till wild, and this is no longer a valid clue as the definitvord
(till) is now embedded in the middle of the wordplayztejzbreaking the rules of the game.

3 Implementation

Each chunk can attach to the left, to the rightyiaran intermediary, something | call ‘upward eltta
ment’. This specification resembles Combinatoriatggorial Grammar (Steedman, 2000), in that a noun
can attach to the left to the verb of which ithe direct object, an adjective can attach to thlettio the
noun that it modifies and so on. This attachmefutrination is encoded as a set of thesgension points'

to each chunk: one specifies the relationshipsaaatoccur to the left, another those that canracthe
right, and the third specifies upward attachmehts. example the chunwild lionesses has, amongst
many others, an extension point to the left indiigathat it can attach as direct object to a vertg to the
right indicating that it can attach to a verb akject and an upward attachment through which itatan
tach via a coordinating conjunction to another noun

In addition to specifying the relationship and &trtype each extension point also specifiesrasure?
for the chunk to which it belongs - this erasurdidates a word in the chunk that can stand inHer t
chunk as a whole when determining attachment. Tasuee serves two purposes: it provides a mecha-
nism for syntactic flexibility and it also enablesmantic checks to be undertaken.

In addition to looking for a verb to the left theunkwild lionesses also has an extension point looking
for an adverb to the left, since an adverb couldifyuthe adjectivewild. Therefore, while the extension
point looking for a verb erases the chunk to themmonesses, so that a verb chunk looking for a noun to
its right as direct object will accept it, the exd@n point looking for an adverb erases this semmk to
the adjectivenild, so that an adverb looking to its right for aneatiye to qualify could also accept it. In

! The term extension point is more commonly usedkfine the interfaces to plug-in components in esitee
computer systems.

2 In Object-Oriented Programming an erasure is @liication or genericisation of a type through somterface,
see e.g. Bracha et al, 2001.



this way the concept of erasure makes it possia fwider variety of syntactic dependencies teie
coded in the same way on a single chunk, allowingrde behaviour.

It is important to note here that the erasures atospecify a type (such as noun or adjective) but a
member of the chunkwild andlionesses in this case. This enables the erasures to betasgetermine
what semantic checks are required to validate ttaetament. For example, if the chunkd lionesses
matches a chunk to its left that erases to a vedbislooking for a direct object then it knowsrfrats
own direct object extension point that the attaahn®syntactically correct, but this is not enou§mce
the clue tree only contains information about on@ssl conventions a separate semantic check is now
required to ensure that it makes sense for the teetéke the noutionesses as its direct object, and this
semantic check will be performed using the relatind the erasures as arguments.

For example, when the chuskll is combined to the left ofild lionesses the system performs a se-
mantic check to ensure thsttll can qualifywild. If the verbcalm (an alternative homograph of a syno-
nym for noiseless) is attached to the left then the system checksliinesses can be the direct object of
calm.

The third type of attachment, upward attachmerngsgrved for chunks that attach via an intermgdiar
word, such as a conjunction. The chuvikd lionesses will also have an upward extension point that will
connect via a coordinating conjunction to anothemk that erases to a noun, allowEgiGMA to form
simple coordinations.

4  Sample output

Figure 2 depicts system output fr@RIGMA representing the sample clue given in the intrédocSince
so many clues are generated the system also gemerdist of justifications which it uses to detarena
score for the clue. This allows the long list afed to be ranked with the most promising cluebetdp.

Clue for [ noi sel ess]
Score [3.50]
Clue[ Still wild Iionesses (9)]
Hormmogr aph pun: to solve the clue 'still' must be read as Adjecti ve but
has surface reading Adverb
Ot hogr aphi ¢ di st ance: distance from light string 'lionesses' to surface
string 'noiseless' is 0.60
Syntactic col |l ocat e: dependency fit 'wild lioness' of type Adjective
Modifier characterized as 'inferred'
Syntactic pattern: 'wild lioness' assembled as Attr ibutive Adjective
Syntactic pattern: ' still wild' assembled as Adverbial Qualifier
Figure 2. Sample output froENIGMA.

5 Discussion

ENIGMA constructs clues using their hidden meaning asstiding point. Lexical choice is very unre-
stricted, while word order is quite tightly condétied. This leads to combinatorial explosion in i
choice, but of the intractably large number of jfdesproductions for each clue very few also fumetas
viable fragments of natural languageNi&vA’s approach is to work against the structure oftiuelen
clue and determine constraints on the surface mgaat the fly. The compositional process reinshim t
combinatorial explosion by pushing language coimgsalown to the most local level at which they can
operate.



For the surface readings to seem to have some ngeariwell as a valid synt@nIGMA checks the
erasures of each chunk against the relation und@&hvihey attach for semantic fit, and this recglia®
array of generic linguistic data sources constiisfeecifically for the application:

« A Collocational Semantic Lexicon based on an aialgf the constituents of dependency relations

in the British National Corpus and expanded throggheralization with WordNet determines if a
proposed dependency relation between two wordergastically probable (Hardcastle 2007). This

lexicon is used to impose selectional constraintsymtactic dependency relations, such as between a
verb and its direct object.

* A Word Association Measure based on a distributianalysis of data in the British National Cor-
pus indicates whether a given pair of words sharmtemt meaning. This measure is useful for analyz-

ing connections based on dependencies not coverthe lexicon, such as coordinations for example
(Hardcastle 2005).

A Phrase Dictionary derived from the Moby Compouwvatd lisf is used to identify aggregations
that result in the creation of multi-word units s compound nouns or phrasal verbs.

Once the whole clue tree has been processed, ttloé drunks that result are syntactically and seman

tically valid under the symbolic language gramm#bith® domain, and at the same time are plausible
fragments of natural language.

References

S. Abney. (1989). Parsing by Chunks.The MIT Parsing Volume, edited by C. Tenny. The MIT Press.

G. Bracha, N. Cohen, C. Kemper, S. Mark, M. OderskyE. Panitz, D. Stoutamire, K. Thorup, and P.di&a

(2001). Adding generics to the Java programming language: Participant draft specification. Technical Report,
Sun Microsystems.

D. Hardcastle. (2007)Building a Collocational Semantic Lexicon. Technical Report BBKCS-07-02. Birkbeck,
London.

D. Hardcastle. (2005). An examination of word agsimn scoring using distributional analysis in tAgtish Na-

tional Corpus: what is an interesting score andtvida useful system? IRroceedings of Corpus Linguistics,
Birmingham.

D. S. Macnutt. (1966)0n the Art of the Crossword. Swallowtail Books.
D. Manley. (2001)Chambers Crossword Manual. Chambers.

G. Ritchie. (2003)The JAPE riddle generator technical specification. Informatics Research Report EDI-INF-RR-
0158

M. Steedman. (2000The Syntactic Process. The MIT Press.

% http://www.dcs.shef.ac.uk/research/ilash/Moby/.



