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Abstract. We address the problem of online term recurrence prediction:
for a stream of terms, at each time point predict what term is going to
recur next in the stream given the term occurrence history so far. It has
many applications, for example, in Web search and social tagging. In this
paper, we propose a time-sensitive language modelling approach to this
problem that effectively combines term frequency and term recency infor-
mation, and describe how this approach can be implemented efficiently
by an online learning algorithm. Our experiments on a real-world Web
query log dataset show significant improvements over standard language
modelling.

1 Introduction
Consider a stream of terms? w; with time stamp ¢;: (w1, t1), (w2,t2), ..., where
t; monotonically increases. At each time point, we would like to predict what
term is going to recur next in the stream, given the term occurrence history so
far. This problem of online term recurrence prediction has many applications.
For example, predicting the next query to be reused in a stream of queries is
key to query auto-completion [1], query suggestion [2], information re-finding [3],
and result caching/prefetching [4-7] in Web search engines, while predicting the
next tag to be reused in a stream of tags is key to tag auto-completion [1] and
tag suggestion/recommendation [8—11] in social tagging services.

The standard language modelling [12,13] approach to this problem relies
solely on term frequency information to find the most probable next term to
recur. However, our experience tells us that the terms occurred recently should
have a higher probability of recurring than those occurred a long time ago, due to

4 Here terms are just language units which may contain one or more words, e.g., Web
queries and social tags.



the common phenomena of burst and drift in user interests [14]. For example, if
a user searched ‘baseball’ yesterday and ‘basketball’ one month ago on the Web,
she is more likely to search ‘baseball’ rather than ‘basketball’ again today. Such
valuable information of term recency has been overlooked in standard language
modelling.

In this paper, we propose a time-sensitive language modelling approach to
this problem. It can effectively combine term frequency and term recency in-
formation. Furthermore, it can be implemented efficiently by an online learning
[15] algorithm. Our experiments on a real-world Web query log dataset show
that it brings significant improvements over standard language modelling.

The rest of this paper is organised as follows. In Section 2, we present our
time-sensitive language modelling approach to the problem of online term recur-
rence prediction, and explain how it combines term frequency and term recency
information effectively. In Section 3, we describe an online learning algorithm to
implement the above approach efficiently. In Section 4, we empirically evaluate
our technique on a real-world Web query log dataset. In Section 5, we review
related work. In Section 6, we discuss future work. In Section 7, we make con-
clusions.

2 Approach

The basic idea of our time-sensitive language modelling technique is that each
occurrence of a term will contribute to its probability of recurring in the future,
but the amount or weight of contribution decays over time according to a kernel
function k(t,t,). Here we use the exponential decay function as the kernel.

_ Jexp(=A(t—t,)) if t > t,
klt:to) = { 0 i<,

where A > 0 is called the decay constant. The physical interpretation of this
model is that one occurrence of term w at time ¢, has an initial weight W (t,) =
1 and it ‘evaporates’ at a rate proportional to its weight at that time W(¢):
dW /dt = —AW. The mean lifetime, i.e, the time needed for the initial weight to
be reduced by a factor of e, is given by 7 =1/\.

So at time ¢, if the history so far is H = {(w1,t1),..., (wn,t,)}, then the
accumulated weight of a specific term w’s contribution can be calculated as

n

Clw,t) = 6(w,wi)k(t, ti)

i=1

where 6(w,w;) is the Kronecker’s delta function: d(w,w’) =1 if w = w’ and 0
otherwise. The function C'(w, t) summarises the contribution of term w’s history
to its occurring probability at time ¢, so we call it contribution function.
Figure 1 shows an example of time-sensitive language modelling based on
exponential decay with A = 0.5. In this example, the contribution of term w at



time ¢ = 8 will be

C(w,8) = k(8,5) + k(8,3) + k(8,2)
= exp(—3X\) + exp(—5A) + exp(—6])
= exp(—1.5) + exp(—2.5) + exp(—3)
~ 0.3550
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Fig. 1. An example of time-sensitive language modelling based on exponential decay
with A = 0.5.

Hence the probability of term w occurring at time ¢, given the history H,
will be determined by its accumulated contribution at that time:

C(w,t) +
2w [C(w's 1) + ]

where 0 < i <1 is a parameter for Lidstone (additive) smoothing [16]. If © = 0,
the above formula gives the Maximum Likelihood Estimation (MLE) of w’s oc-
curring probability that combines both its frequency and its recency information.
However, for a term never occurred before in the history (or the training corpus),
the MLE of its occurring probability will be 0, which is in general undesirable.
This problem can be remedied by using a positive smoothing parameter p, which
can be regarded as a non-decaying constant weight of contribution assigned to
every term (whether occurred before or not) by default.

For the problem of online term recurrence prediction, what we need is to
compute

P(wnt1 = w|H, b1 = t) = P(w|C(w,1)) =

w* = argmax P(wpy1 = w|H, t,y1 = t) = argmax C(w,t) .
w w
Now let’s study the behaviour of time-sensitive language models in the con-
text of online term recurrence prediction. Without loss of generality, we assume
the system time is discrete, i.e., represented by an integer.



Proposition 1. In a time-sensitive language model with decay constant A = 0,
the most probable next term to recur is the most frequently used (MFU) term.

Proof. If A = 0, then for each time point ¢; < ¢ the kernel function k(t,t;) =
exp(0) = 1. So the contribution of term w at current time ¢ is

n n
C(wa t) = Z 5(10, wi)k(tv ti) = Z 5(10, wi) )
i=1 1=1
which is exactly the number of w’s occurrences in the history. Therefore, the most
probable next term w* = arg max,, C'(w, t) is the term of highest frequency, i.e.,
the most frequently used (MFU) term. This also implies that when A = 0, time-
sensitive language modelling backs off to standard language modelling. a

Proposition 2. In a time-sensitive language model with decay constant \ >
In(2), the most probable next term to recur is the most recently used (MRU)
term.

Proof. Let v = exp(—A). Thus for each time point ¢; < ¢ the kernel function

can be written as k(t,t;) = exp(—A)'"" = 7%, Since A > In(2), we have
r < exp(—1In(2)) = 3. Consider two terms w, and wj that have occurred at
times Ty, = {tay,.--,ta,} and Tp = {tp,,...,tp, } respectively so far. Assume
te, = u and t,, = v, and without loss of generality assume that v < v or

equivalently u + 1 < v (as discrete time is used here).

n
Clwa,t) = 6(wa,wi)k(t,ti) = > k(t,t;)
=1 ti €Ty
u u o pt—(utl) -1
< ) = Ll R —
_Zk(t]) ZT 1/r—1
Jj=1 Jj=1
< pt=(utl) _ ot
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< Ek(t,v) .
Clwp, t) =Y 6wy, wi)k(t,t;) = > k(t,t:)
i=1 t; €Ty
> k(t,v) .

To sum up, C(wg,t) < C(wp,t) as long as t,, < tp,, i.e., the contribution of
a term is dominated by its last occurrence time. Therefore, the most probable
next term w* = argmax,, C(w,t) is the term of highest recency, i.e., the most
recently used (MRU) term. O

The above two propositions show that at one extreme (A = 0) the time-
sensitive language modelling approach to online term recurrence prediction sub-
sumes the approach of selecting the MFU terms (as in standard language mod-
elling), while at the other extreme (A = In(2)) it subsumes the approach of



selecting the MRU terms. With a non-trivial decay constant 0 < A < In(2), the
time-sensitive language modelling approach differs from the MFU approach in
that the contribution of each occurrence is not always the same but depends
on its recency; it also differs from the MRU approach in that it considers not
only the most recent occurrence, but also all the other past occurrences in the
history. The decay constant A controls the trade-off between term frequency and
term recency in projecting a term’s probability of being used in the future. What
value of A is optimal depends on the concrete problem and data.

3 Algorithm

A naive implementation of time-sensitive language modelling would be compu-
tationally expensive, because for each distinctive term, (1) we need to retain all
its past occurrences for calculating its current contribution, and also (2) we need
to constantly re-calculate its current contribution when time goes by. However,
both issues turn out to be avoidable.

Theorem 1. If there is no occurrence of term w in the period of time [Ly,t,],
then its contribution satisfies

C(w, ty) = exp(—A(ty — t,))C(w, ty,) .
Proof. The contribution of term w at time ¢, is
> d(w,wi)k(ta, ti)
1<t; <ty

while the contribution of term w at time ¢, > t, is

C(w,t,) = Z 0(w, w; )k(ty, t;)

1<t; <ty
= g O(w, w;)k(ty,t;) g O(w, w;)k(ty,t;) .
1<t; <t tu<ti<to

As there is no occurrence of w between t,, and t,, §(w,w;) = 0 for all times ¢;
that t, < t; <t,. So we have

Clw,ty) = Y w,w)k(te,t:)+ Y 0-k(ty,t;)

1<t; <ty Ty <t; <t,
= Z O(w, w; )k (tv, t)
1<t; <ty
= Z 0(w, w;) exp(—=A(ty, — t;))
1<t; <ty
= Z O(w, w;) exp(=A((ty — ty) + (tu — t:))
1<t; <ty
= exp(—A Z 0(w,w;) exp(A(ty — t;))
1<t;<t,

— exp(—A(ty — £.))C _< h) |
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Corollary 1. The contribution of term w at the current time t can be calculated
using its last occurrence (i.e., most recent occurrence) time t; and its contribution
at tl N

C(w,t) = exp(—=\(t — t;))C(w, t;) .

Proof. Obviously there should be no occurrence of term w between its last oc-
currence time ¢; and the current time ¢. So using the above theorem, we get this
corollary straightforwardly. a

According to this corollary, we only need to retain two values, ¢; and C(w, t;),
for each distinctive term w in the system.

Corollary 2. Suppose two different queries w, and wy last occurred at times
ta, and tpy, respectively. Let ty, = max(tq,,ts,). At any time t > t,, we have

emp(C(wg, t), C(wp, t)) = cmp(C(wa, tm), C(wp, tm))
where cmp is the comparison function

+1ifz>a
emp(x,2') = Oifz =21
—life <
Proof. Obviously there should be no occurrence of term w between the time ¢,
and the current time ¢. So using the above theorem, we get

C(wa,t) = exp(—=A(t — tm))C(wa, )
C(wp,t) = exp(—A(t — tm))C(wp, tm) -

3 3 C as c astm 1 C atm 3
Hence their ratio c&g = C((:szg So if % > 1, ie, Clwg,tm) >
C(wq,t)

C(wp, ), then oy > b ie, C(wg,t) > C(wp,t). Similar conclusions can be

drawn for the cases % =1 and % < 1 as well. Thereby completing

the proof. O

According to this corollary, although the contribution of each term changes
over time, the relative order of two terms’ contributions or their probabilities
to occur next does not change, until either of them recurs. Therefore the only
chance for another term to replace the current most probable next term w* is
when it occurs.

The above two corollaries enable us to cut the computational overhead of
time-sensitive language modelling drastically. Furthermore, they make it possible
to continuously update and apply a time-sensitive language model through online
learning [15] so that it can deal with stream data [14].

Figure 2 shows the online term recurrence prediction algorithm using a time-
sensitive language model. The input of this algorithm is a series of time-stamped



create a hash table h
w* = ‘; hjw*] = (0,0)
for 1 <i<n:
if w; not in h:
C’(wi,ti) =1
else:
<tl, C’(wl, tl)> = h[wl]
C’(wi,ti) = exp(f)\(ti — tl))C’(wi, tl) +1
h[wi] = <ti, C’(wz, t1)>
<t?v C(w*v tf» = h[w*
C(w*,t;) = exp(=A(t; — t7))C(w™, t])
if C’(wi,ti) > C’(w*,ti):
w* = w;
output w*

Fig. 2. The online term recurrence prediction algorithm using a time-sensitive language
model.

term occurrences {(w1,t1),. .., (wn,t,)} as well as the decay constant A, and the
output is a series of predictions for the most probable next term w*. Hash table,
a data structure that associates keys with values, has been used in the algorithm
to store for each distinctive term w its last occurrence time t; and contribution
C(w,t;). A hash table supports lookup, insertion and deletion of elements in
O(1) time (i.e., constant time) on average [17]. It is easy to see that overall this
algorithm has time complexity O(n) for a stream of n terms.

4 Experiments

We apply the proposed technique of time-sensitive language modelling to person-
alised query recurrence prediction in Web search: considering each user’s search
log as a stream of queries, at each time point predict what query will be reused
by her based on her entire query history so far. We assume that each user has
her own time-clock and it is incremented by one upon each query issued.

We use the AOL query log dataset [18] (that is provided to the research
community by AOL search engine®) for our experiments. In this paper, we focus
on the queries within the first week of March 2006. The queries have already
been normalised through punctuation-removal and case-folding etc. Finally the
query log dataset used in this paper consists of 1,908, 135 queries from 309,078
users.

One point worth mentioning is that in this dataset, if a user requested the
next “page” of results for some query, this appears as a subsequent identical
query with a later time stamp. Therefore it is not possible for us to determine

® http://search.aol.com/



whether the user reused the last query or she just requested for more results
for the same query. To avoid this systematic bias towards the MRU approach
in the experiments, we merge all identical successive queries from the same user
into one. However, this implies that the immediate next query would always be
different with the current one and the MRU approach would never succeed. To
make a fair comparison between time-sensitive language modelling and standard
language modelling, a small trick is applied here: we are actually making query
recurrence predictions two steps forward, i.e., at time ¢; we predict the query to
be reused at time t; + 2 by that user.

We evaluate the performance of our time-sensitive language modelling ap-
proach by comparing the top predicted queries with the later really occurred
queries and computing the prediction accuracy. Here we report the accuracy
of predicting recurred queries but not unseen queries, as the latter cannot be
predicted based on the query history.

The experimental results for personalised query recurrence prediction using
different decay constants are shown in Figure 3 and Table 1. The time-sensitive
language modelling approach significantly outperforms the standard language
modelling (i.e., MFU) approach. By using a non-zero decay constant to combine
query frequency and query recency, we get an accuracy improvement of more
than a third. The optimal decay constant A* =~ 0.2 x In2 = 0.1386. According to
one-sided s-test [19,20], the effectiveness superiority of time-sensitive language
modelling over standard language modelling is at the significance level 99.9%
(P_value < 0.001).
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Fig. 3. The experimental results for personalised query recurrence prediction.

To analyse the underlying reason for the success of time-sensitive language
modelling, we rank all distinctive query recurrence incidents according to their
frequency or recency values (in the corresponding user’s individual query history)
and calculate the proportion of query recurrence incidents for each frequency or
recency rank. Figure 4 shows the log-log plots of query recurrence proportion



Table 1. The experimental results for personalised query recurrence prediction.

|language model|decay constant |prediction accuracy|

standard A=0.0x1In2 (MFU) 57.86%
A=0.1x1In2 79.44%

A=0.2x1In2 80.11%

A=0.3x%x1In2 79.82%

A=04x%x1In2 79.01%

A=0.5x1In2 78.33%

time-sensitive | A = 0.6 X In2 78.11%
A=0.7Tx1In2 77.57%

A=0.8%1In2 77.57%

A=09x%1In2 77.57%

A=1.0x1In2 (MRU) 77.57%

over its frequency and recency rank respectively. We observe that in general,
consistent with our intuition, (1) more frequently used queries are more likely to
recur; and (2) more recently used queries are more likely to recur. We compute
Kendall’s rank-correlation coefficient 7 [21] to quantitatively measure the utility
of query frequency and query recency in predicting query recurrence. The value
of 7 for the former is 0.4470 while that for the latter is 0.9367, which means that
query recurrence is much more dependent on query recency than query frequency.
Therefore the valuable information of query recency must not be discarded for
personalised query recurrence prediction.
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Fig. 4. The proportion of query recurrence over query frequency /recency.



5 Related Work

The idea of making language models adaptive by introducing a decay function
has appeared in various contexts such as speech recognition [22], news retrieval
[23], email clustering [24], and collaborative filtering [25]. However, to the best
of our knowledge, the effective behaviour and efficient implementation of time-
sensitive language modelling for the problem of online term recurrence prediction
have not been studied before.

6 Future Work

In this paper, we have focused on incorporating temporal decay into unigram
language modelling, but it should be straightforward to extend our proposed
technique to general n-gram language modelling [12, 13] or even topic modelling
[26]. It will also be interesting to investigate other temporal kernel functions in
the proposed framework of time-sensitive language modelling, e.g., a periodic
one to model the pattern of repetitive term occurrences.

7 Conclusions

The major contribution of this paper is the technique of time-sensitive language
modelling that can address the problem of online term recurrence prediction
effectively and efficiently.
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