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Problem

If one classifier A got a higher score than the other classifier B 
on a test set of documents, how sure can we be that A is 
really better than B?



William Sealy Gosset
(“Student”)





NHST [Yang1999]

● sign test
○ Micro sign test (s-test)
○ Macro sign test (S-test)

● t test
○ Comparing proportions (p-test)
○ Macro t test (T-test)









NHST: Deficiencies

● It cannot declare that two classifiers perform equally well
○ Failing to reject the null hypothesis does not mean that we can 

accept the null hypothesis. 
● It cannot tell whether a non-zero performance difference 

really matters in practice
● It cannot deal with complex multivariate performance 

measures (F1 etc.) on the document level
● …
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Unpaired Model





Paired Model



Paired Model







Markov Chain Monte Carlo (MCMC)

Metropolis-Hastings sampling





Bayes Factor

Savage-Dickey Method
(with Kernel Density Estimation)

● BF >   3 : substantial evidence for M0
○ The two classifiers perform equally well

● BF < 1/3: substantial evidence for M1
○ One classier works better than the other



Bayesian Estimation

Comparing the 95% Highest Density Interval (HDI) of  and 
the user-defined Region of Practical Equivalence (ROPE) of 

● The HDI sits fully within the ROPE: 
○ A ≈ B

● The HDI sits fully at the left/right side of the ROPE: 
○ A ≪ B or A ≫ B

● The HDI sits mainly though not fully at the left/right side of the ROPE: 
○ A <  B or A >  B









[NB] This goal is infeasible using the frequentist NHST.
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Extensions

● Multiple Classes
○ micro-averaging and macro-averaging
○ trade-off between statistical power and computational tractability
○ Bayesian hierarchical model: see our ICDM-2015 paper

● Other Performance Measures
○ Fβ, AUC, …

● Other Tasks
○ search, recommendation, advertising, …



Performance Comparison: Bayesian vs Frequentist

● Main Advantage: Richer Information
○ A ≈ B
○ ROPE
○ F1, …

● Main Disadvantage: Slower Speed
○ but still perfectly acceptable (< 20 sec)





Take Home Message

● Forget about p-values
● Report the HDI & ROPE instead



Thanks for Listening
to My Awesome Presentation




