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Sequence Labelling

◼ Part-of-Speech (POS) Tagging

◼ noun, verb, pronoun, preposition, adverb, 

conjunction, participle, and article, …

◼ Named Entity recognition (NER)

◼ person, location, or organization, …



POS Tagging







POS Tagging

◼ Closed Class vs Open Class

◼ nouns, verbs, adjectives, adverbs, and 

interjections

◼ function words (like of, it, and, or you)

◼ Common Nouns vs Proper Nouns

◼ concrete terms (like cat and mango)

abstract  terms (like algorithm and beauty)

verb-like terms (like pacing)

◼ named entities (like Regina, Colorado, and IBM)



◼ Disambiguation

◼ For example

◼ book can be 

a verb (book that flight) or 

a noun (hand me that book).

◼ that can be 

a determiner (Does that flight serve dinner) or 

a complementizer (I thought that your flight was earlier).

POS Tagging



POS Tagging

◼ Evaluation: accuracy

◼ STOA ≈ Human Performance: 97%

◼ Most-Frequent-Class Baseline: 92%

◼ Assigning each token to the class it occurred in most 

often in the training set.



NER

◼ The task of named entity recognition (NER) is to

◼ find spans of text that constitute proper names and 

◼ tag the type of the entity.



◼ Four entity tags are most common 

NER



◼ Disambiguation

◼ For example,

NER



◼ BIO Tagging

◼ Begin, Inside, and Outside

NER



NER

◼ Evaluation: F1 measure

◼ STOA: 93.39%; Human: 96.95%, 97.60%

(MUC-7 in 1998)

◼ A useful first step in many NLP tasks:

◼ Sentiment Analysis

◼ Question Answering

◼ …


