Hadoop and AWS



Developing with Hadoop in the AWS cloud

 Hadoop is Linux based.
 You can install Linux at home and run these examples.

» WWe will create a Linux instance using AWS and EC2 to run our code.



e Log in to your AWS account. &

» Select the EC2 service.

T Services ~

Welcome

The AWS Management Console provides a graphical
interface to Amazon Web Services. Learn more
about how to use our services to meet your needs, or
get started by selecting a service.

Getting started guides

Reference architectures

Free Usage Tier

Set Start Page

| Consale Home j

Vo AWS Marketplace

Find & buy software, launch with 1 -Click and pay
by the hour .

Amazon Web Services
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Select the region EU (Ireland).


EC2 Dashboard

Events

INSTAMNCES
Instances

Spot Requests
Feserved Instances

IMAGES
AMIS
Bundle Tasks

ELASTIC BLOCK STORE
wolumes
Snapshots

METWORE 2 SECURITY
Security Groups

Elastic IPs
Placement Groups
Load Balancers
Key Pairs

Metwark Interfaces

e Click on Launch Instance

Resources

[] Services v

*You are using the following Amazon EC2 resources in the USs East (M. Virginia) region:

0 Running Instances
0 Wolumes
2 Key Pairs
0 Placement Groups

Create Instance

To start using Amazon EC2 you will want to launch a virtual server, known as

Lau Instance

Mote: Your instances will launch in the LIS East (M. Virginia) region

Service Health

Service Status:
& Us East(N.Virginial:  This service is operating normally

Availability Zone Status:
& us-east-1a
@ us-east-1n
& us-east-1d

Axailability zone is operating narmally
Asailability zone i operating normally
Asailability Zone 15 operating normally

Service Health Dashboard

0 Elastic IPs
0 Snapshots
0 Load Balancers
9 Security Groups

an Amazon ECZ instance.

*  Scheduled Events

US East (N. Yirginia):
Mo ewvents



» Select Ubuntu Server 14.04 LT§

Services

1.Choose AMI  2.Choose Instance Type 3. Configure Instance 4 Add Storage 5. Taginstance 6. Configure Security Group 7. Review

. i Cancel and Exit
Step 1. Choose an Amazon Machine Image (AMI)
An Akl is a ternplate that containg the software configuration (operating system, application server, and applications) required to launch your instance. You can select an AMI provided by AWS | our user community, or the AWS Marketplace, oryou can select
one of your own Anls

Quick Start 1t 22 of 22 AMls

Moty Abls Amazen Linux AMI 2014.09.1 (HYM) - ami-Behd318

AWYS Marketplace

Amazon Linux ~ The Amazon Linux AM| is an EBS backed image. It includes the 3.14 kemel, Ruby 2.1, PHP 5.5, PostgreS0L 9.3, Docker 1.2, the AWS command line tools, and repository access to many other bt
qull

packages.

Cnmmunit\f AMls Root device type: ehbs Wirtualization type: hvm

Red Hat Enterprise Linux 7.0 (HYM), SSD Velume Type - ami-8cff 1fh

Free tier only (i)
vl Red Hat Enterprise Linux version 7.0 (HWM), EBS General Purpose (S3D) Yolume Type bt

-hi
Rt desvice type: ghs Yirtualization type: hvim

SuSE Linux Enterprise Server 11 5P3 (HVM), 55D Volume Type - ami-30842747

SUSELinux  SuSE Linux Enterprise Server 11 Service Pack 3 (HvM), EES General Purpose (S2D) Volume Type. Midia driver installs automnatically during startup for GPU instances. a0t
gl

Free tie ble:

Root device type: sbs  Virtuslization type: vm

Ubuntu Server 14.04 LTS (HVM), SSD Volume Type - ami-f0b11187

Ubuntu Server 14.04 LTS (H¥M), EBS General Purpose (S50) Yolurne Type. Support available from Canonical (rttg: e, ubuntu. com/cloud/semices) bt
-bi
Rt device type: ehs Wirtualization type: hvm

Microsoft Windows Server 2012 R2 Base - ami-d4228ea3

Microsoft Windows 2012 R2 Standard edition with B4-bit architecture. [English] sa-0it
-1l

Root device type: ehs irtuglization type: hvm

Microsoft Windows Server 2012 R2 with SQL Server Web - ami-d23d91s2

§’
g

Microsoft Windows Server 2012 R2 Standard edition, 64-bit architecture, Microsoft SOL Server 2014 Web edition. [English] bt
-hi

Windows Rt desvice type: ghs Yirtualization type: hvim

* Click Continue
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* Click on Review and Launchl

ﬁ Services

1. Choose Al 2. Choose Instance Type 3. Configure Instance 4. Add Storage §.Tag Instance B. Configure Security Group 7. Review

Step 2: Choose an Instance Type
Amazon EC2 provides a wide selection of instance types optimized to fit different use cases. Instances are virtual servers that can run applications. They have varying combinations of CPU, memory, storage, and networking capacity, and give you the flexibility
to choose the appropriate mix of resources for your applications. Learn maore about instance types and how they can meet your computing needs.

Filter by: = All instance types v Current generation v  Show/Hide Columns

Currently selected: t2 micro (Variable ECUs, 1 wCPUs, 2.5 GHz, Intel Xeon Family, 1 GiB memory, EBS only)

‘ Q T2 instances are VPC-only. Your T2 instance will launch into your YPC L 5 about T2 and vPC

Family w Type - vCPUs (i) v Memory (GiB) - Instance Storage (GB) (i) - EBS-Optimized Available (i) ~ Network Performance (i v
[ ] General purpose 1 1 EBS only = Low to Moderate

General purpose t2 small 1 2 EBS only - Lo to Moderate

GEeneral purpnse t2 medium 2 4 EBS only - Lowi to Moderate

General purpnse m3.medium 1 373 14 (350) - aoderate

General purpnse m3 farge 2 ] 1% 32(33D) - aoderate

General purpose m3 xlarge 4 13 2x40(33D0) Yes High

General purpose m3.2xlarge g a0 2x80(33D0) Yes High

Compute optimized c3large 2 375 2% 16(550) - Moderate
Compute optimized C3 ¥large 4 7.5 2x40(350) Yes Moderate
Compute optimized t3.2xlarge 8 18 2% 80(350) Yes High -

Cancel Previouxt: Configure Instance Details
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* Click on Launch to start the instance (this can take a few seconds).

Services

1. Choose Al 2. Choose Instance Type 3. Configure Instance 4. Add Storage 4. Tag Instance

Step 7: Review Instance Launch

B, Configure Security Group 7. Review

Please review your instance launch details. You can go back to edit changes for each section. Click Launch to assign a key pair to your instance and complete the launch process.

A Improve your instance's security. Your security group, launch-wizard-7, is open to the world.

Your instance may be accessible from any IP address. We recommend that you update your security group rules to allow access from known P addresses only.
*You can also open additional ports inyour security group to faciitate access to the application or service you're running, .g., HTTP (80) for web servers. Edit security groups

¥ AMI Details

@ Ubuntu Server 14.04 LTS (HVYM), SSD Volume Type - ami-f0b11187

Foot Device Type: ebs Wirtualization type: hvm

~ Instance Type

Instance Type ECUs vCPUs Memery (GiB)

t2.micro Wariable 1 1

EBS only

~ Security Groups

Security group name
Description

launch-wizard-7
launch-wizard-7 created 2014-10-31T11:09:52.008+00:00

Type (i) Protocol (i)

35H TCR

» Instance Details

» Storage

b Tanc

Instance Storage (GB)

Ubuntu Server 14.04 LTS (HYM), EBS General Purpose (S50) Valume Type. Support available from Canonical (http: A, uburtu. com/cloudfsenvices).

EBS-Optimized Available

Port Range (i)

22

Edit A

Edit instance type

Network Performance

Low to Moderate

Edit security groups

Source (i)

0.0.0.0m

Edit instance details

Edit storage

Launch

Cancel Previous




» Create a new key pair.
 Give it a name.

* Click Download Key Pair and save the file somewhere you can find it easily.

Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWWS stores, and a private Key file that wou store. Together,
they allow you to connect to your instance securely. For Windows Akls, the private key file is required
to obtain the password used to 10g into your instance. For Linux Akls, the private key file allows you to
securely SSH into your instance.

Mote: The selected key pair will be added to the set of keys authorized for this instance. Learn mare
ahout removing existing key pairs from a public AwI

| Create a new key pair \

Key pair name
|m3,rkeypair1

Download Key Pair

You have to download the private key file (" pem file) before wou can continue,
Store it in a secure and accessible location. “ou will not be able to download the
file again after it's created.

UL Launch Instances |

* Click Launch Instance.



* Click View Instance.

Services v

Launch Status

& Yourinstance is now launching

The following instance launch has been initiated: 57d2fch?  View launch log

Q Get notified of estimated charges

Create billing alerts to get an email notification when estimated charges on your AYWS bill exceed an amount you define {for example, if you exceed the free usage tier).

How to connect to your instance
Yourinstance is launching, and it may take a few minutes until it is in the running state, when itwill be ready for you to use. Usage hours on your new instance will start immediately and continue to accrue until you stop or terminate your instance.
Click View Instances to monitor your instance's status. Once your instance is in the running state, you can ¢ennect to it from the Instances screen. Find out how to connect to your instance.

¥ Here are some helpful resources to get you started
« How to connect to your Linux instance « AmMazon ECZ User Guide

» Learn about AWS Free Usage Tier « Amazon ECZ: Discussion Forum

While your instances are launching you can also

Create status check alarms to he notified when these instances fail status checks. (Additional charges may apply)
Create and attach additional EBS volumes (Additional charges may apply)
Manage security groups

ew Instances



* Click the instance (it'll have a green light next to it), to display information about it.

ii Services v  Edit ~ Mr M Harris *  Ireland ¥ Support »

EC2 Dashboard EUNENNE GRS Connect | Actions v > % ©

Events e

Tags Q (2] 1to10f1

Reports

Lirnits @ HName Instance ID Instance Type Availability Zone Instance State Status Checks Alarm Status Public DNS Public IP Key Hame Monitoring 1
— - i-57 d2fch2 t2.micrao eu-west-1a W running Z Initializing None Ay 54.171.121.2585 mykeypair . disabled (

Instances
Spot Reguests \ Our instance is now running.

Reserved Instances

AMIS
Bundle Tasks

wolurmes
Snapshots

Security Groups
Elastic IPs
Placement Groups
Load Balancers
Key Pairs

Network Interaces This will be important in a minute

Launch Configurations Instance: | i-57d2fcb2  Public IP: 54.171.121 255 mEA
Auto Scaling Groups
Description Status Checks tonitoring Tags
Instance ID i-57d2fch2 Public DNS
Instance state  running Public IP 54.171.121.255

* Click on the Security Groups link.



* Select the 'quicklauneh-4. group.

Services

ECZ Dashboard

Create Security Group Actions v
4

Events
Tags Q
Reports
Lirnits Name ~  Group ID -
INSTAMCES sg-57diBb20
Instances Sg-EbdfEb2e
Spot Reguests

si-7 4208903
Reserved Instances

sg-7 208508
IMAGES sg-85447112
Abdls

sg-09eb34fe
Bundle Tasks

[ ] 50-955a220

ELASTIC BLOCK STORE
Wollmes

si-ald4f1de

si-b3324ecd
Snapshots

sg-badGdf
METWORK 2 SECURITY

Security Groups
Elastic IPs

sg-chcabeh
si-c853edad

Placement Groups sg-d77 3chal

Load Balancers sg-db¥3chac

Key Pairs Security Group: sg-955ae2f0

MNetwork IntErfaces

Description Inbound Outthound Tags

AUTD SCALING
Launch Caonfigurations Group name  launch-wizard-7

Auto Scaling Groups Group ID  =sg-955ae20

» Select the 'Inbound' tab.

Group Name

myhadoop-master
myhadoop
ElastichapReduce-slave
ElastichapReduce-rmaster
hadoopy
launch-wizard-2
launch-wizard-7
hadoopy-rmaster
lzunch-wizard-1
launch-wizard-B

default

launch-wizard-4
hadooptest-master

hadooptest

VPC ID

vpe-B4515701

vpo-B4515701

vpo-B4515701

e 1 to 20 of 20
Description ~

Group for Hadoop hdaster.

Group for Hadoop Slaves.

Slave group for Elastic MapReduce

Master group for Elastic MapReduce

Group for Hadoop Slaves.

launch-wizard-2 created on Friday, Movember 1, 2013 6:12:08 PM UTC
launch-wizard-7 created 2014-10-31711:09:52.008+00:00

Group for Hadoop Master

launch-wizard-1 created on Friday, October 25, 2013 12:57:13 Ph UTCH
launch-wizard-G created 2014-10-29715:47:15.853+00:00

default group

launch-wizard-4 created 2014-10-27T14:31:36.734+00:00

Group for Hadoop Master,

Group for Hadoop Slaves.

_ N =N ]

Group description  launch-wizard-7 created 2014-10-31711:059:52 005+00:00
VPCID  wpc-54519701
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Services

Edit v

EC2 Dashboard
Events

Tags

Reports

Lirmits

Instances
Spot Requests
Reserved Instances

Addls
Bundle Tasks

wolurmnes
Snapshots

Security Groups
Elastic IPs
Placement Groups
Load Balancers
Key Pairs

Metwark Interfaces

Launch Configurations
Auto Scaling Groups

Make sure you have this rule.

Create Security Group Actions v

Q

Hame

Group 1D

sg-57 difb20
sg-ShdfEbZc
sg-7d20890a
sg-7f208908
s0-8544f172

sg-89eh54fe
5-95522210
sg-a144f1 dB
sy-h3F2decd
sg-badbfidf

sg-chcabebl
sg-cB53edad
sy-d773ckal
sg-db73ckac

Security Group: sg-9552e2f0

Description

Edit

Type (i

S55H

Inbound Outhound

Tags

Group Name

myhadoop-master
myhadoop
ElastichapReduce-slave
ElastichapReduce-master
hadoopy

launch-wizard-2
launch-wizard-7
hadoopy-master
launch-wizard-1
launch-wizard-B

default

launch-wizard-4
hadooptest-master

hadooptest

Protocel (i

TCP

VPC ID

vpc-B64519701

vpc-B4519701

wpc-B4519701

o & 0

(2] 1 to 20 of 20
Description

Group for Hadoop haster,

Group for Hadoop Slaves.

Slave group for Elastic MapReduce

Master group for Elastic MapReduce

Group for Hadoop Slaves

launch-wizard-2 created on Friday, Movernber 1, 2013 6:12:09 P UTC
launch-wizard-7 created 2014-10-31711:09:52.005 +00:00

Group for Hadoop Master,

launch-wizard-1 created on Friday, October 25, 2013125713 PM UTCH
launch-wizard-6 created 2014-10-25T15:47:18.853 +00:00

default group

launch-wizard-4 created 2014-10-27T14:31:36.734 +10:00

Group for Hadoop Master.

Group for Hadoop Slaves

i Source (i

0.0.0.0/0

We'll be logging in through port 22 in a minute.



-*- L . . . .
[T Sarvices w Mr M Harris * M. Wirginia~ | Help »

EC2 Dashboard .
Launch Instance Connect Actions ¥
< _ R - B 7]

Ewvents

Tags Filter: All instances ~  All instance types v Q 4
= INSTAMCES 1ta1 of 1 Instances

Instances L
B Hame ¥ ~« Instance ID ~ Instance Type ~ Awailability fone ~ Instance State ~ Status Checks ~ Alarm Status -

Spot Reguests

Peserved Instances [ i-3193cedd t1.micro us-east-1h ) running = Initializing Mane o

=| IMAGES
Al

Bundle Tasks

=| ELASTIC BLOCE STORE
YWolUmes

=hapshots

= METWORE & SECURITY
SecuUrity Groups ( |

Elastic IPs

H =

Create Status Check Alarm
Placement Groups

Load Balancers _ _
_ System Status Checks (i) Instance Status Checks (i)
Fey Fairs : :
retwork Interfaces These checks monitor the AWS systerns required to use this These checks monitor your software and network configuration
instance and ensure they are functioning properky. for this instance.

Additional Resources

Kl

2005 - 2013, Amazon Web Services, Inc, or its affiliates. all rights reserved. Privacy Policy Terms of Use Feedback



» Select the Java SSH Client option.
« Enter the path to the key pair file you downloaded, i.e. right-click on the file if you're
not sure.

Connect To Your Instance

| would like to connect with & standalnne SSH clisnt

@ A Java 55H Client directly fram my browser (Java required)

x
Enter the required information in the fields below to connect to your instance. Avws The application’s digital signature has been verified. ,_(‘E)
Do you want to run the application? =

autornatically detects the key pair name, and Public DMS for your instance. You need to enter

the location and name of the pem file containing your private key.

Name: cam.mindbright.application. MindTerm

i Publisher: Cryptzone Group AE
Fublic DNS  gi2-54-234-227-244 compute- 1 amazonaws com

From: https: jjconsole.aws, amazon, com

User hame
IUhUﬂtU [v #lways trust content from this publisher

Key name HadoopTest pem Run ancel

Private key path | |eg. CikeyPairs\HadoopTest. pem

Save Key location

vour personal information at risk. The publisher's identity has been More Information..,
vetified, Run this application anly if you trust the publisher,

Thiz application will run with unrestricted access which may put
otore in browser cache E

Launch 55SH Client I




MindTerm - License agreeement EI

PCA 1A version 2.1 —

APPGATE METWORK SECURITY AB {"AFFGATE") 0

MINDTERM EMD-USER LICENSE AGREEMENT
I (LIMITED COMMERCIAL USE)

FLEASE REVIEW THE FOLLOWING TERMS AND CONMDITIONS PRIOR TO ACCESSING, DOWINMLOADING
. ANDIOR OTHERWISE LISIMG AMY OF THE LICENSED PRODLUICTS, AS HEREIN AFTER DEFIMED.

" [THE USE OF THE LICEMSED PRODLUCTS ASWELL AS ANY UPDATES THERETO IS SUBJECT TO THE
TERMS ANMD CONDITIONS OF THE THIS LICEMNSE AGREEMEMNT (THE "AGREEMEMNT"). BY OFEMNING THE
RELEYANT SOFTWARE PACKAGE, BY SELECTING THE [AGREED ANDIOR ACCERT] BUTTON,
DOWMNLOADING AMDIOR OTHERWISE LISING THE SOFTWARE OR AMNY PORTION THEREOF, LICEMSEE
(THE FIRM, COMPANY OR OTHER PERS0OMN HAVING RECEINED THE LICEMSED SOFTWARE PURSUANT TO
A ORDER OM THE APFGATEWER SITE OR OTHERWISE) ARE AGREEING TO THE BOUMND BY THE TERMS
AND COMDITIONS OF THE AGREEMENT AND ARE ENTERING INTO THE AGREEMEMT WITH APPGATE
METWORK SECURITY AB ('LICEMSOR" or"APPGATE").

1. DEFIMITIONS

1]

A5 used in this Agreement, the following terms shall have the following meanings:

Accept I Decline

(B1=0Y,
MindTerm - Confirmation x|

MindTerm home directonys "C:lUsers'imartym.DCSHT.000Application Data'MindTerm' does not exist, create it?

Tes No
MindTerm - Confirmation x|

Do you want to add this host to your set of known hosts (check fingerprint)

Yes Ho

=
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Select "No" as you probably will not keep using the same EC2 instance.


%etting up Putty for AWS instance connection

« Start PuTTYgen (Start menu, click All Programs > PuTTY > PuTTYgen).

* Click on Load button

 Find the folder with your *.pem key in.

» Select All Files *.* and click on your AWS .pem key.

& PUTTY Key Generator

File key Conversions Help

2=

—Kep
Mo key.

—Actions

[Generate a public/private key pair
Load an existing private ke file

Save the generated key

S ave public key

[Generate

i

Load

Sawve private ey

— Parameterz

Type of key to generate:
" S5HA [RSA) ¥ S5H-Z RsA

Murnber of bitz in a generated kew:

 55H-2DSA

|1 024

R

P
‘\ ,J“\ ). ||~ AMAZONTUTORIAL + AWS keys v (23 | search Aws keys )
Organize »  Mew Folder = - O ':@'

| Drake modified

| Type

.. Favorites j S =
B Desktop . iy Shey . pem
| Reading
J niltk_data - Shortcl
& Downloads

12 Recent Places

040202013 15

.06 FEM File:

J Dropbox
- Libraries
3 Documents
rJ”- Music
=] Pictures
B videos ﬂ 4 | ﬂ
File name: | myAWSkey:pem x| A ¢ i
Open |v| Cancel |
4
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If you are able to connect to the EC2 instance using the Java SSH client, you do not need to use the Putty and therefore can ignore those slides.


A success message should appear, now we need to save the key in PUTTY's own format.

* Click on Save private key.

» Confirm you wish to save without a passphrase, and save in the same directory.

PuTTYgen Motice X| o PuTTY Key Generator el bl

File  key Conwersions Help

s Successfully imporked Foreign key

W' (OpenssH S5H-2Z private key), ey _ - . '

= T use this kesy with PUTTY, vou need to Public: key far pasting inta OpenSSH autharized_keys file:
use the "Save private key" command to ssh-sa AALAEINzaC1yc2EAtsaDAQABAAABADDdGD2) -
save it in PUTTY's own format, +h 2km/batdB0 THPR qE frubd azE 2Cbpb T il 1 pGwR b BhmiheM gal<Ew Dgeh e

bl cnk+bU AT MHCNpsT1USH mzlil 8Keb/Z molwl ThE dmyEsZ<agqatis
+LI7AdIBFBOP3P+52R +uqBG w0 eg) KxwyF 025 LnCiR +F zhBY W aeGmigw'edmmRE

+IfCdEeS+25 duiHZPPulhlvildB SHOK ICikpgxc+ A
K.ew fingerprint: |ssh-r$a 2048 29:5b:13: 3e:28:e7: Je:01:a6:0a: a4: 24 2be ef:58: 95
K.en comment; Iimpolted-upenssh-key
Key passphraze: |

Confirm pazsphiasze: I

~Actions
Fenerate a public/private key pair Generate |
. . . i =
Load an exizting private key file Laad PuTTYgEnie —I

Save public key

Save private key

Save the generated key
Are you sure vou want ko save this key

! % without a passphrase to prokect it?

r~ Parameters

Tupe of key to generate;
" 55H-1 [R5A) ' S5H-2ASA " 5S5H-2D54

Mumber of bitz in a generated ke I'I 024




Connecting to our instance using PuTTY SSH

 Goto Start > All Programs > PuTTY > PuTTY to load up PUTTY SSH.

« Switch back to the AWS console, and copy the address of your instance, it'll look
something like 54.171.121.255

(T} Services ~  Edit ~

EC2 Dashboard (EULLINGE =L  Connect || Actions v
L - I -

Events

Tags [2] 1to1of1
Reports
Lirnits [ ] Name Instance ID =~ Instance Type Availahility Fone Instance State Status Checks Alarm Status Public DNS Public IP Key Name Monitoring 1

[ i-57d2{ch2 t2. micro eu-west-1a & running & 272 checks... Mone & 54171.121.285 mykeypair . disabled C
Instances
Spot Requests
Reserved Instances

Ahdls
Eundle Tasks

wolumes
Snapshats

Security Groups
Elastic [Ps
Flacement Groups
Load Balancers
Key Pairs

network: Interfaces

Launch Configurations
AUto Scaling Groups Instance: I 1-5Td2fch2 [T TN 541 71.121.255 e

Description Status Checks ronitoring Tags

Instance 1D i-567d2fchz Public DN -
Instance state  running Public IP 54.171.121.255

 This is the address of the instance that we'll be using to connect to.



Paste the address here

2 PuTTY Configuration ed
Cateqgary:
= S_essiu:un | Bazic options far paur F'uT/f"r’ FEETION |
L.Dgglng — Specify the destination you want b4 connect ta
= Terminal
Hoszt Mame [or [P addresz) Fort
- Keyboard
- Bell |54.171.121.259 [22
- Features Connection type:
= Window " Raw  Telhet € Rlogin € 55H  Serial
- Appearance N )
.. Behaviaur Load, save or delete a stored session
- Trarlation Saved Sessions
- Selection
E':'l':'f'"s Default Settings Laad |
= Connection
- Data S ave |
- Prosp
- Telnet Delete |
- Rlogin
[+ 55H
- Gefial Cloze window on exit
i Alwaye 0 Mever O Only on clean exit
About Help Cpen I Cancel




Scroll down and
click on Auth

2 PuTTY Configuration

2%

Help

Category:
= S_essiu:un - | Options controling S5H authentication |
i Logging — :
= Teminal ™ Bypass authertication entirely [SSH-2 only)
Ee_;,lll:unard — Authentication methods
- Bel
- Features ¥ Attempt authentication uzsing Pageant
=BTy thernpk or CrpptaCard auk -
- Windaw A TISarC Card auth [55H-1]
v Attempl “kevboard-interactiee’ aut =
Appearance W A "keyboard-| ive' auth [S5H-2)
Behawu:u.ur — Authentication pararmeters
- Translation _
- Selection I~ &llow agent forwarding
- Colaurs [T Allow attermpted changes of usemame in S5H-2
[=]- Connectian Prirvate key file faor authentication:
- Data I Erowsze... |
- Prowy
- Telnet
- Rlogin
- 55H
Kex (-
TTY
w1 ;I
About |

| Open I Cancel




* Now click on Browse and navigate to the key you just saved (ends with ".ppk' extension).

ﬂ PuTTY Configuration

Categony:
= S_essiu:un = | Options controling S5H authentication |
.- Logging — .
=- Teminal [ Bypasz authentication entirely [S5H-2 only]
Eeﬁ'bnard —Authentication methods
- Ba
- Featues V¥ Attemnpt authentication uzsing Pageant
T [T Atternpt TIS or CreptoCard auth [S5H-1]
[=]- "Window
v Attempt "keyboard-interactive’ auth [S5H-2)
Appearance
Behaw:u.ur — Authentication parameters
- Trarslation i
- Selection I~ Allow agent forwarding
- Colaurs [T Allow attempted changes of usemarne in S5H-2
[=]- Connection Frivate key file for authentication;
- Data I Browse. ..
- Prosy
- Telnet
- Rlogin
= 55H
- Kew —
LTTY
Sl |
About | Help | Open I Caricel

* Now click on Open.

* Click on yes when the security alert appears.

PuTTY Security Alert

l.\'

The server's host key is not cached in the registry, You
hawe no guarantee that the server is the campuker yau
think, it is,

The server's rsaZ key fingerprint is:

ssh-rsa 2048 95:d5:d0:Fa 13:03:94:33:3F: 11:1e2:08: 7aia6: b7 2F
IF wou trusk this host, hit Yes to add the key ko

PuTTY's cache and carry on connecting.

If wou wank ko carry on connecking just once, withouk
adding the key to the cache, hit Mo,

IF wou do not trust this host, hit Cancel ko abandon the
cannection.

Yes Mo | Zancel I Help




* Type ubuntu as the login name and press Enter key

@ ecZ-b7-20Z-3-40.compute-1.amazonaws.com - PUTTY
login as: ubunt 1.1.

* We don't need a password as our key will be sent across to the instance.



» Success! We're now logged in to our Ubuntu instance

telm information as of Fri oot 31 11:16:07 UTC 2014

em load:

O
Q

e Cloud Gu
"o lonad

updated.
security update:

Tountu =%

Tbuntu oo
applic

-

ubuntufip-17




Installing Java:

Note: You can copy
the below and press
SHIFT + Ins to paste
in to your terminal
window.

$ sudo apt-get update

$ sudo apt-get install openjdk-6-jre

Installing Hadoop:

* Get the file from external site:

$ wget https://archive.apache.org/dist/hadoop/core/hadoop-0.22.0/hadoop-0.22.0.tar.gz
* Unpack it:

$ tar xzf hadoop-0.22.0.tar.gz

« Copy it to somewhere more sensible like our local user directory.

$ sudo cp -r hadoop-*/ /usr/local

There's a space here



* Did you get this error?
sudo: unable to resolve host ip-172-30-0-12,

$ sudo nano /etc/hosts

127.0.0.1 localhost
127.0.1.1 ip-172-30-0-12

The following lines are desirable for IPv6 capable hosts
::1 ip6-localhost ip6-loopback

fe00::0 ip6-localnet

ff00::0 ip6-mcastprefix

ff02::1 ip6-allnodes

ff02::2 ip6-allrouters

ff02::3 ip6-allhosts

#

» Save the file (ctrl-x then type y for yes).


dell
Inserted Text
Yours could be different.


« Edit the terminal script
$ nano ~/.bash

 Add these lines at the bottom:

export JAVA_HOME=usr,
export HADOOP_HOME=us¥local/hadoop-0.22.0

 Save the file (ctrl-x and type 'y')

 Add it to the terminal environment
$ source ~/.bash

« Now when Hadoop needs Java the terminal will point it in the right direction

=]
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Check it by
$ echo $JAVA_HOME
$ echo $HADOOP_HOME

dell
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 Let's move in to the main directory of the application
$ cd /usr/local/hadoop-*
* Now edit Hadoop's set up script

$ sudo nano conf/hadoop-env.sh export JAVA_HOME=/usr

@ ubuntu@ip-10-204-202-8: fusr/local fhadoop-0.22.0

GHIT nano 2.2.6 File: conf/hadoop-env.zh
. Hadoop-specific environment wvariables here.
i The only required environmer i &b iz JAge" HOME. L1l ot

ion it i=
iz correctly defined on

f The maximuwnm asmount of heap to use, in MEB.

ntime options.
* OPT3"™ == "" ] then exp » I OF OPTE=-serv ; elze HADOOFP OQPTI3+=" -—gerver™: fi

Save (ctrl-x, then type 'y')



« Add the configuration file to the terminals scope:

$ source conf/hadoop-env.sh

 Running an example using Single node mode:
* Calculating PI:

$ sudo bin/hadoop jar hadoop-mapred-examples-*.jar pi 10 10000000



Another example, using some actual data

 Create a directory to put our data in
$ sudo mkdir input

» Copy the very interesting README.txt file to our new input folder
$ sudo cp README.ixt LICENSE.txt input

 Now we count up the total words and what they are

(Hadoop will create the output folder for us)

$ sudo bin/hadoop jar hadoop-mapred-examples-*.jar wordcount input output

* Have a look at the final output

$ nano output/part-r-00000



Shutting down your instance

« Amazon charges by the hour, so make sure you close your instance after each session.
 Select the instance that is running through EC2 option in the AWS console
 Right-click and select Stop to halt the instance, or Terminate to remove and delete

everything. [©

Services ~ Mr M

EC2 Dashboard (AL ENS  Connect | Actions v
) o 8 0

Events

Tags Q =] 1todof 4
Reports
Limits Name v Instance ID - Instance Type ~ Awvailability Zone ~ Instance State ~ Status Checks ~ Alarm Status Public DNS ~  PublicIP ~  Key Name ~  Monitoring  ~ |

INSTSHCES i-50dce213 m1.medium eu-west-1h @ running z Initializing Mone @ ec2-64-73-55-58 euwe. 54,73.55.55 disabled {

Instances [ ] i-67 d2fchz 2. micto @ 272 checks... Mone -] 54 171.121.285 mykeypair . disabled 4

Instance Management
Spof Requests F-c2dce2g1 m1 medium
Reserved Instances

- Initializing hone & ec2-54-228-78-134 eu- . 54.228.75.134 disabled r
i-chdece2B6 m1.medium z Initializing Rione w ec2-04-73-26-110 eu-w. 547326118 dizabled C
IMAGES
Ahdls

Bundle Tasks

ELASTIC BLOCK STORE
Wolumes

Snapshots

METWORK 2 SECURITY
Security Groups
Elastic IPs

Placement Groups
Load Balancers

Key Pairs

Metwork Interfaces

AUTD SCALING Actions

Launch Configurations Terminate

Instance: | i-57d2fcb2  Public IP: 54.171.121.24 HEA

Auto Scaling Groups

Description Status Checks Wonitoring

Public DNS
Public IP 54171121255

Instance ID  i-57d2fch2

Instance state  running

2008 - 2014, Amazon Web Services, Inc, or its affiliates. All rights reserved, Frivacy Pol Feedback


dell
Sticky Note
Note the difference between Stop and Terminate.
Amazon: "We don't charge hourly usage or data transfer fees for your instance after you stop it, but we do charge for the storage for any Amazon EBS volumes."


Hadoop in the AWS Cloud
®)

One last example, this time using AWS to create the Hadoop cluster for us.

First we need a place to put the data after it has been produced...

Amazon S3 (Simple Storage Service):
An online storage web service providing storage through web services interfaces

(REST, SOAP, and BitTorrent)


dell
Sticky Note
If you have not got any Access Key yet, go to "My Account/Console" / "Security Credentials" / "Access Keys" / "Create New Access Keys". Otherwise the EMR job flows will fail.


Setting up the storage

» Select S3 from the console

i'i Services ~

Welcome

The AWS Management Conscle provides a graphical
interface to Amazon Web Services. Learn more
about how 1o use our services to meet your needs,
or get started by selecting a service.

Getting started guides
Reference architectures

Free Usage Tier

Set Start Page

Console Home r

oS AWS Marketplace

Find & buy software, launch with 1-Click and pay
by the hour.

Amazon Web Services

Compute & Networking

Direct Connect
Dedicated Network Connection to AWS

EC2

Virtual Servers in the Cloud
Elastic MapReduce
Managed Hadoop Framework
Route 53

Scalable Domain Mame System

VPC

Isolated Cloud Resources

O=+0860

Storage & Content Delivery

CloudFront
Global Content Delivery Metwork

Glacier
Archive Storage in the Cloud

Storage Galeway
Integrates on-premises IT environments with Cloud storage

2% %0

Database

DynamoDB
Predictable and Scalable NoSQL Data Store

ElastiCache
In-Memory Cache

RDS

Managed Relaticnal Database Service

®@+®

Deployment & Management

CloudFormation
Templated AWS Rescurce Creation

CloudWatch

Resource & Application Maonitoring
Data Pipeline NEW

Orchestration for data-driven workflows
Elastic Beanstalk

AWS Application Container

1AM
Secure AWS Access Control

~ &y ) ( ©

App Services
q~, CloudSearch

Managed Search Service

@n Elastic Transcoder NEW
wye* Easy-to-use scalable media transcoding

SES
{l\' Email Sending Service

E— SNS
Push Motification Service

Wy SQS

Message Queue Service

u” SWF

‘Workflow Service for Cocrdinating Application Components



i'i Services v

Welcome to Amazon Simple Storage Service Additional Information
Amazon 53 is storage for the Internet. It is designed to make web-scale computing easier for developers. Getting Started Guide
Amazon 53 provides a simple web services interface that can be used to store and retrieve any amount of data, at any time, from Documentation

anywhere on the web. It gives any developer access to the same highly scalable, reliable, secure, fast, inexpensive infrastructure

' ) ) ) - All 53 Resources
that Amazon uses to run its own global network of web sites. The service aims to maximize benefits of scale and to pass those

benefits on to developers. Forums

You can read, write, and delete objects ranging in size from 1 byte to 5 terabytes each. The number of objects you can store is

unlimited. Each objectis stored in a bucket with a unique key that you assign.

Get started by simply creating a bucket and uploading a test object, for example a photo or .t file.

l Create Buclget J

S3 at a glance

Create Add Manage

23

Create a bucketin one of several Upload objects to your bucket. Amazon  Manage your data with Amazon 53's
Regions. You can choose a Region to 53 durably stores your data in multiple lifecycle management capabilities,
optimize for latency, minimize costs, or faciliies and on multiple devices within  including the ability to automatically
address regulatory environments. each facility. archive objects to even lower cost

storage options.



Bucket Name:

Region:

————————————————————————

Create a Bucket - Select a Bucket Mame and Region Cancel | %

A bucket is a container for objects stored in Amazon 53. When creating a bucket, you car
choose a Region to optimize for latency, minimize costs, or address regulatory

requirements. For more information regarding bucket naming conventions, pleas
Amazon 53 documentation.

«i5it the

MyBucket

Ireland -
US Standard

Oregon

Morthern California /
Ireland

Singapuré
Tokyo
Sydney
Sao Paulo

Set Up Logging > | Create | Cancel

Give it a name

(not MyBucket —
something unique, also
NO CAPITAL LETTERS)

Choose Ireland from the
region list

(it's closer, so less latency)



i'i Services

Create Bucket Actions ~

Buckets

Hame

[@. lazyesls - Your new bucket




Running a MapReduce program in AWS

- Select Elastic MapReduce in AWS console

i‘i Services v

Welcome

The AWS Management Console provides a graphical
interface to Amazon Web Services. Learn more
about how to use our services to meet your needs,
or get started by selecting a service.

Getting started guides
Reference architectures

Free Usage Tier

Set Start Page

Console Home T

S AWS Marketplace

Find & buy software, launch with 1-Click and pay
by the hour.

Amazon Web Services

Compute & Networking
Direct Connect
E 2

Dedicated Network Connection to AWS

EC2

Virtual Servers in the Cloud

s Elastic MapReduce

[T ged Hadoop Fra i
-1i,. Route 53 '

Scalable Domain Mame System
s VPC

¥ |solated Cloud Resources

Storage & Content Delivery

oits CloudFront
Global Content Delivery Network

53

Scalable Storage in the Cloud

e
. Glacier
Archive Storage in the Cloud

‘ Storage Gateway

Integrates on-premises |T environments with Cloud storage

Database
DynamoDB

Predictable and Scalable NoSQL Data Store
ElastiCache

w“w* [n-Memory Cache
RDS

Managed Relaticnal Database Service

Deployment & Management

CloudFormation
Templated AWS Resource Creation

& CloudWatch
Resource & Application Monitcring

< Data Pipeline "EY

'.: Orchestration for data-driven workflows
Elastic Beanstalk

AWS Application Container

1AM

Secure AWS Access Control

o dp

App Services

CloudSearch

Managed Search Service

L)

@ Elastic Transcoder NEWY
wg* Easy-to-use scalable media transcoding

SES
{|\’ Email Sending Service

E— SNS
Push Metification Service

Lll EESE’L;E Queue Service
m| SWF

‘Workflow Service for Coordinating Application Components



- Select Create Cluster

ﬁ Services v

Mr M Harris v Ireland

Welcome to Amazon Elastic MapReduce Additional Information

klore about Elastic MapReduce
Amazron Elastic MapReduce (Amazon EMR) is a wieb senvice that enables businesses, researchers, data

EMR Overview
analysts, and developers to easily and cost-effectively process vast amounts of data.

FAQS

Pricin
You do not appear to have any clusters. Create one now: J

haore Help Using Elastic MapReduce

Create cluster Forum

Documentation

How Elastic MapReduce WWorks Developer Guide
Quick Reference Card
APl Reference
Lpload

&

Create Monitor EMR on GitHub

I/-|—\" A

\.'

Upload your data and processing Configure and create wour cluster by Monitor the health and progress of
application to 53 speCifying data inputs, outputs, yaur cluster. Retrieve the output in
cluster size, security settings, etc. 53,

Learn more Learn more Learn more



» Select Configure sample application.

* Choose the Word count example from the drop down menu.
* Click on the Output location folder and select your new bucket.

ii Services v

Elastic MapReduce v Create Cluster

Configure sample application

Cluster Configuration

Cluster name |y cluster

Termination protection @ ‘es Prevents actidental termination ofthe cluster:to shut
down the cluster, you must turn offtermination
tio protection. Leam more
Logging @ Enabled Copythe cluster's log fles automaticallyto 83. Leam
more

Log folder 53 location

<3 B

S buekel-names/<folders/

Debugging @ Enabled Index logs o enable console debugging funclionality
(requites logying). Learm more

Tags

€ Onptional: Add up o 10 tags to your EMR cluster. A tag consists of a case-3ensitive key-value pair. Tags on EMR chusters are
propagated to the underlying EC2 instances. Learn mare about tagging your Amazon EMR clusters

Key Yalue (optional)

Aeded & ey to create @ tay

Software Configuration

Hadoop distribution @ Amazon UUse Amazon's Hadoap distribution. Leam mare
AMI version
321 v | Detenmines the hase configuration of the instances in
your eluster, including the Hadoop version. Leamn
mare
ManR Use MapR's Hadoop distribution. - Lear more
Applications to be installed Version
Hive 0131 S R0

* Click OK when done.

Change to your bucket
Treland ¥ Support v name'

EMR Help

Configure Sample Application

€ Select a sample application to auto-populate the Create Cluster page

Select sample application |Word count

d

Output location |s3:/<bucket-name=fwardcount/output/2014-10-31/11-5, Ber
Logging @ Enabled

s3H
53 bucket-n = foiders/

Debugging (@ Enabled

s3://<your bucket-name>/logging/



Next, specify how many instances you want — just leave it at two for
now (the more instances the more £££ it will be to run your job).

Create a New Job Flow Cancel | x

O

CONFIGURE EC2 INSTANCES
Specify the master, core and task nodes to run your job flow. For more than 20 instances, complete the limit request form.

Master Instance Group: This EC2 instance assigns Hadoop tasks to core and task nodes and monitors their status.

Instance Type: | small (m1.small) ¥ | [) Request Spot Instance

Core Instance Group: These EC2 instances run Hadoop tasks and store data using the Hadoop Distributed File System (HDFS). Recommended for
capacity needed for the life of your job flow.

Instance Count: Ig

Instance Type: | small (m1.small) ¥ | [] Request Spot Instances

Task Instance Group (Optional): These EC2 instances run Hadoop tasks, but do not persist data. Recommended for capacity needed on a temporary
basis.

Instance Count: ﬁ

Instance Type: | small (m1.small) ¥ | [] Request Spot Instances

* Required field

Back

| Enminﬁ ||
23




Select your keypair =

Create a New Job Flow

O

ADVANCED OPTIONS

Here you enter advanced details about your job flow§euch as an EC2 key pair, to use VPC, and your job flow debugging options.

Amazon EC2 Key Pair:|| mykeypair2 ¥ |
se an existing key pair to into the master node of the Amazon EC2 cluster as the user “hadoop”.

To run this job flow in a Virtual Private Cloud (VPC), select a subnet. See Create a VPC.

Configure your logging options. Learn more.

Amazon 53 Log Path: |
Optional: To copy log files from the job flow to Amazon 33, specify an Amazon 33 bucket.

Enable Debugging: "' Yes ® Mo

Yes means EMR will store an index of your logs (requires an Amazon 53 Log Path).

Set advanced job flow options.

Keep Alive "' Yes = Mo Y'es means the job flow will keep running after processing is complete.
Termination Protection ' Yes ® Mo Yes prevents your nodes from shutting down due to accident or error.
Visible To All IAM Users ' ' Yes ® Mo Yes means the job flow will be visible to all 1AM users under your account.

« Back
i Continue t’ !‘

* Required field


dell
Sticky Note
Use an existing key pair to SSH into the master node of the Amazon EC2 cluster as the user "hadoop".
Otherwise you can proceed without an EC2 key pair.


* Scroll to the bottom of the page.

Bootstrap Actions

€ Eootstrap actions are scripts that are executed during setup before Hadoop starts on every cluster node. vou can use them to install
additional software and customize your applications. Learn more

Bootstrap action type Name S32 lecation Optional arguments

Add bootstrap action | Select a bootstrap action A

Configure and add

Steps

€ A stepis a unit of wark you submit to the cluster. A step might contain ane or mare Hadoop jabs, or contain instructions to install or
configure an application. You can submit up to 256 steps to a cluster. Learn maore

Name Action on failure JAR location Arguments /
-files 3./ eU-west-

1.elasticrmapreduce/samples!
wordcountordSplitter oy -
mapper wordSplitter oy -

Word count Terminate cluster mDmefhadcn:lpfcun.trlb;.'stream reducer aggregate -input Fd b,
ng/hadoop-streaming jar )
S5 //eU-west-
1.elasticrmapreduce/samples!
wardcount/input -output
s3ilamyeels/
Add step | Select a step v

Configure and add

Auto-terminate @ “Yes Automatically terminate cluster after the last stepis
completed.
Mo keep cluster running until you terminate it.

enabled for this cluster. Learn how to create an EC2 Key Pair.

Cancel Create cluster

o Mo EC2 key pair has been selected, 35H access will not be ‘




Setting up your own job (for coursework)

This is the place to configure your
Hadoop job by uploading your code
and data to your S3 bucket.

Add Step X

Step type Streaming program

Name™ ‘word count

Mapper |s3:/feu-west-1 elasticmapreduce/samplesiwordcount/w| B 53 10cation ofthe map function or the name of the
Hadoop streaming command ta run.

Reducer” |aggregate B 53 Iocation ofthe reduce function orthe name ofthe
Hadoop streaming command to run.

Input 53 location™ |3 /feu-west-1 elasticmapreducessamplesfwordcount/in B
s3A<bucket-namez/<folter=/

Output 53 lecation™ |53 /lazyeelsioutput/ =
s3dblckef-namess<folder=~
Arguments
p
Action on failure | Terminate cluster » | "Whatto doifthe step fails.




Input data:
eu-west-1.elasticmapreduce/samples/wordcount/input

Output data:
This is going to be stored on our S3 bucket...

s3n://lazyeels/wordcount/output/2013-11-01

Todays date



* Click on Create cluster.

Bootstrap Actions

€ Eootstrap actions are scripts that are executed during setup before Hadoop starts on every cluster node. You can use them to install
additional software and customize wour applications. Learn more

Bootstrap action type Name S3 location Optional arguments

Add bootstrap action | Select a bootstrap action v

Configure and add

Steps

€ A stepis a unit of work you submit to the cluster. A step might contain one or more Hadoop jobs, or contain instructions to install or
configure an application. You can submit up to 256 steps to a cluster. Learn more

Name Action on failure JAR location Arguments

-files 53://eU-west-
1.elasticrmapreduce/samples!
wordcountiword3splitter. gy -

fhomefhadoopscontrib/streami Mapper wordspiter.py -

Word count Terminate cluster ngyhadoop-streaming jar re;ﬁucer agoregate -input F 4 b4
s3deu-west-
1.elasticmapreduce/samples’
wiordcountinput -output
3/ lazyeels/

Add step | Select a step v

Configure and add

Auto-terminate @ “es Autamatically terminate cluster after the last step is
completed.
Mo Keep cluster running until you terminate it.

O woEce key pair has been selected, S5H access will not be
enabled for this cluster. Learn how to create an EC2 Key Pair.

Cancel| Create cluster




* Your MapReduce job is now running.

Services

Elastic MapReduce ~ ClusterList » Cluster Details EMR Help
Add step Clohe Terminate
Cluster: Word count  Starting provisioning Amazon EC2 capacity c

Connections: -
Master public DNS: -

Tags: - iew All £ Edit
Summary Cenfiguration Details Security/Network Hardware
ID: j-2M1YZHITEODBKY AMI version: 3.2.1 Availability zone: eu-west-1b Master: Frovisioning 1 m1.medium
Creation date: 2014-10-31 12:27 (UTC+0) Hadoop Amazon 2.4.0 Subnet ID: - Core: Provisioning 2 mi.medium
Elapsed time: 54 seconds distribution: Key name: — Task: —-
Auto-terminate: ves Applications: -- ECZ2 instance --
Termination On Change Log URI: s53:4lazyeelsiogying’ e profile:
protection: EMRFS consistent Disabled EMR role: —
view: Yisible to all users: Al Change
» Monitoring
w Steps
Add step
Steps Wiewr all interactive jobs | view all jobs
Filter: | All steps v |Filter steps ... 2 steps (all loaded) c
1D Name Status Start time (UTCH0) Elapsed time Leg files Actions
» O 2POCERIGNPIEG Setup hadoop debugging Pending iew logs “iew jobs
3 O 5-3LYMNEQUZ1IEL Word count Pending iew logs “iew jobs

» Bootstrap Actions



» Go to your S3 bucket via the AWS console.

» The results have been written to the output folder in parts in HDFS format

-

[T Services v  Edit v

Uplead Create Folder Actions v

All Buckets / lazyeels / wordcount / output / 2014-10-31 / 12-27-26 (UTCH0)
Mame
[q _success
[ par-ooo00
[ parto0001
[ par-ooooz

=]

Storage Class
Standard
Standard
Standard
Standard

None

mMr M Harris ¥ Global v Support v

Propetties

Size

0 hytes
973 KB
98.6 KB
97.1 KB

Transfers (e

Last Modified
FriQet31 12:36:48 GWT+000 2014
FriOct 31 12:35:35 GWT-000 2014
FriQct3112:35:47 GMT+000 2014
FriOct3112:35:46 GMT+000 2014


dell
Sticky Note
You can then download the output files and open them in a text editor.


You can delete the results by right-

clicking on the folder and selecting ra——
delete.
Create Folder Actions v
. All Buckets / lazyeels
Amazon charges for storage so this B
is worth doing if you no longer need S
i t . Open
Make Public

agn . g . . EEG

In addition, Hadoop will fail if it finds P

a folder with the same name when it
writes the output.

Note: The S3 bucket is where you would upload
your .jar or .py files representing your code, as
well as any data. It is worth creating a separate
folder for each of your runs.

Click on the upload button to upload them from
your local machine.




Some tips:

Hadoop is not designed to run on Windows. Consider using Cygwin, or
Virtualbox (https://www.virtualbox.org), or installing Linux Mint (
http://www.linuxmint.com/) alongside your Windows install (at home).
Stick to earlier versions of Hadoop such as 0.22.0 (they keep moving things
around, especially the class files that you'll need to compile your code to
Jar)

Most books and tutorials are based on earlier versions of Hadoop.

Single-node mode is fine for testing your map-reduce code before
deploying it.

There are example programs in the folder at:

Hadoop-0.22.0/mapreduce/src/examples/org/apachehadoop/examples/


https://www.virtualbox.org/
http://www.linuxmint.com/
dell
Inserted Text
 (http://www.cygwin.com/)


Get in the habit of stepping your instances when you're
finished!

Hadoop in Action is your friend! Consider getting a copy:

Chapter 2
Shows you how to set everything up from scratch.

Chapter 3
Provides some good templates to base your code on.

Chapter 4
Discusses issues you may encounter with the different API versions

Chapter 9

Tells you how to launch your MapReduce programs from the
command line and AWS console, as well as using S3 buckets for
data storage and how to access it.


dell
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terminating or at least stopping


Some useful links

Installing and usage:

http://www.higherpass.com/linux/Tutorials/Installing-And-Using-Hadoop/

Running a job using the AWS Jobflow (Elastic Map Reduce):

http://cloud.dzone.com/articles/how-run-elastic-mapreduce-job

Theory:
http://developer.yahoo.com/hadoop/tutorial/module1.html

http://www.cs.washington.edu/education/courses/cse490h/08au/readings/communications200801-dl.pdf (Page 108)

Accessing AWS and Hadoop through the terminal (for Linux users):

http://rodrigodsousa.blogspot.co.uk/2012/03/hadoop-amazon-ec2-updated-tutorial.html


http://www.higherpass.com/linux/Tutorials/Installing-And-Using-Hadoop/
http://cloud.dzone.com/articles/how-run-elastic-mapreduce-job
http://developer.yahoo.com/hadoop/tutorial/module1.html
http://www.cs.washington.edu/education/courses/cse490h/08au/readings/communications200801-dl.pdf
http://rodrigodsousa.blogspot.co.uk/2012/03/hadoop-amazon-ec2-updated-tutorial.html
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