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Document Collection
\(d_1, d_2, d_3, d_4, d_5\).

Similarity Matrix

\[
\begin{array}{c|ccccc}
   & d_1 & d_2 & d_3 & d_4 & d_5 \\
\hline
   d_1 &   & 0.6 &     &     &     \\
   d_2 & 0.6 &   & 0.7 &     &     \\
   d_3 & 0.5 & 0.7 &   & 0.6 &     \\
   d_4 & 0.4 & 0.6 & 0.6 &   &     \\
   d_5 & 0.8 & 0.4 & 0.5 & 0.9 & \\
\end{array}
\]
// Single-Link HAC

Step 1:
\{d_1\} \{d_2\} \{d_3\} \{d_4\} \{d_5\}

Step 2: maximum similarity = \( sim(\{d_4\}, \{d_5\}) = 0.9 \)
\{d_1\} \{d_2\} \{d_3\} \{d_4, d_5\}

Step 3: maximum similarity = \( sim(\{d_1\}, \{d_4, d_5\}) = sim(d_1, d_5) = 0.8 \)
\{d_1, d_4, d_5\} \{d_2\} \{d_3\}

Step 4: maximum similarity = \( sim(\{d_2\}, \{d_3\}) = 0.7 \)
\{d_1, d_4, d_5\} \{d_2, d_3\}

Step 5: maximum similarity = \( sim(\{d_1, d_4, d_5\}, \{d_2, d_3\}) = 0.6 \)
\{d_1, d_4, d_5, d_2, d_3\}
Complete-Link HAC

Step 1:
\{d_1\} \{d_2\} \{d_3\} \{d_4\} \{d_5\}

Step 2: maximum similarity = \(sim(\{d_4\}, \{d_5\}) = 0.9\)
\{d_1\} \{d_2\} \{d_3\} \{d_4, d_5\}

Step 3: maximum similarity = \(sim(\{d_2\}, \{d_3\}) = 0.7\)
\{d_1\} \{d_2, d_3\} \{d_4, d_5\}

Step 4: maximum similarity = \(sim(\{d_1\}, \{d_2, d_3\}) = sim(d_1, d_3) = 0.5\)
\{d_1, d_2, d_3\} \{d_4\} \{d_5\}

Step 5: maximum similarity = \(sim(\{d_1, d_2, d_3\}, \{d_4, d_5\}) = 0.4\)
\{d_1, d_2, d_3, d_4, d_5\}