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Abstract
An empirical approach that makes use of neuro-fuzzy synergism to evaluate the students in the context of an intelligent tutoring system is presented. In this way, a qualitative model of the student is generated, which is able to evaluate information regarding student's knowledge and cognitive abilities in a domain area. The neuro-fuzzy model has been tested on a prototype tutoring system in the physics domain of the vertical projectile motions and the results have been very satisfactory.

Introduction
The use of artificial intelligence techniques to educational software design influenced the evolution from Computer Assisted Instruction (CAI) to Intelligent Tutoring Systems (ITS) or Intelligent Computer Assisted Instruction (ICAI). Developers have tried to incorporate "intelligence" in the areas of knowledge, problem solving, tutoring and communication with the student in order to create a system which is expert in a particular field and also able to provide individualized instruction. For the purposes of design and conceptualization, ITSs are described as having four major components [24]:
- The domain knowledge, which is aimed to store, manipulate and reason with knowledge of the domain being taught.
- The pedagogical module, which provides information about the teaching strategy that must be used to a specific student.
- The student model, that stores and analyzes information of student's current state of knowledge and personal characteristics.
- The interface, which handles the form of communication between the ITS and the student.
Since one of the most important features an ITS should provide is the capability to adapt its behavior to the specific traits of the student, student model seems to be the most important component and student modeling (also called learner modeling) focuses the interest of researchers from the areas of cognitive psychology, artificial intelligence and computer science.

A human teacher bases his pedagogical decisions on the information about student's learning performance obtained during the instruction, as well as by observing his problem solutions. The pedagogical module of an ITS uses the information collected by the student model during the interaction of the student with the ITS based on the actions performed by him or her. From this point of view the student model is analogous to an educational or psychological test instrument that attempts to measure student characteristics [8]. It can be seen as a representation in the system of some characteristics of a particular student [13]. Inferring a student model is called diagnosis because it uncovers the hidden cognitive state from observable behavior [21]. Student modeling is the process of creating and maintaining students models. Acquiring these models from observable behavior is a hard task because is based on guesses about the learner [12].

A lot of work has been done with artificial intelligence techniques to model student's reasoning [6] [4] [1] and with Bayesian networks to model student's behavior in a probabilistic way [3]. Fuzzy logic techniques have been used to improve the performance of an ITS due to their ability to handle imprecise information, such as student's actions, and to provide human descriptions of knowledge and of student's cognitive abilities. In the BSS1 tutoring system a general fuzzy logic engine was designed and implemented to support development of intelligent features which can better manage the student's learning [23]. Uncertainty of student's performance in Sherlock II and in the MDF tutor was managed with "fuzzy" distributions [5] [2]. For a tutoring system in the domain of physics the "Knowledge and Learning Student Model" was designed using fuzzy logic techniques, inferring about student's knowledge level and cognitive abilities from student's behavior [14] [15]. Neural networks have also been used in the design of ITSs, either simulating student's
cognitive process [9] or for adaptive external control of student pacing [10].

In this work we propose a neuro-fuzzy synergism for student modeling. Fuzzy logic techniques are used to provide human-like approximate diagnosis of student's knowledge and cognitive abilities. Neural networks are trained to imitate human teacher's decisions regarding student's characteristics and fixed weight neural networks are used to evaluate and aggregate membership functions.

**Evaluating student's behavior**

Student's behavior is any observable response that is used as input to the student modeling process [20]. Communication channel between the student and the ITS is very restricted (usually a keyboard and a mouse) and observable responses of the student during the interaction with the ITS are limited and quite different from observable responses by a human teacher. In the neuro-fuzzy model several kinds of information, measured during the interaction, are evaluated. The number of correct or incorrect answers is evaluated with an overlay technique comparing the answers with the domain knowledge, providing assessments of student's knowledge level. A specific group of questions and exercises is used to detect misconceptions. The time spent to read the theory and to find the correct answers is measured and evaluated, since the time of task is a very reliable and powerful predictor of learning [18]. The number of attempts to find the correct answer and the number of times needed to review the theory is also measured [14] [15]. Assessments of several characteristics of the student are finally created relevant to individual differences in learning performance, such as the knowledge status (knowledge level, misconceptions, etc.), the cognitive abilities (learning speed, attention, memory limitations, etc.) [11].

**The neuro-fuzzy model**

Numeric data from the interaction with the ITS are measured and then transformed into linguistic terms. The process has four stages: a fuzzifier, a fuzzy relational system, a fuzzy aggregation network and a defuzzifier (see Figure 1). The student model is implemented as a set of connectionist networks, each one processing fuzzy information regarding student's behavior. The first stage of each connectionist network fuzzifies inputs that contribute to the evaluation of a specific characteristic of the student. The second stage consists of neural networks that are trained to realize fuzzy relations operated with the max-min composition. These fuzzy relations represent the estimation of human tutors to the degree of association between an observed response and a student characteristic. In the third stage a fuzzy aggregation network, utilizing the union operator, is applied for the generation of the final fuzzy set corresponding to each student characteristic. This fuzzy set is approximated by fuzzy singletons in order to feed the next stage. This last stage of each connectionist network consists of a backpropagation neural network trained to decide regarding the different characteristics, i.e. knowledge level, misconceptions, etc. of a student by classifying him to different levels (categories). The function of this network can be considered as a heuristic defuzzification procedure: the network is trained to imitate human teacher's decisions regarding student's characteristics and can be adapted to the teacher's personal view.

![Figure 1. The four stages of the neuro-fuzzy model.](image)

**The Fuzzifier**

A human teacher acquires knowledge about student's actions in an approximate subjective way (e.g. the time needed to solve the exercises was short or he answered enough questions during the lesson). The ITS collects information in numeric form that can been evaluated with sharply defined criteria. For this reason a fuzzifier is used to simulate fuzziness in human cognition calculating the membership grade of each measured value x of student's responses for every kind of information (number or answers, time, number of attempts, and so on) to each of three linguistic terms like the following: {Small, Medium, Large}. In our case, we have used regular shapes for the membership functions. Such membership functions can be calculated by fixed weight neural networks.

Depending on the kind of information $k$ we determine different shapes based on the estimations of experts (teachers). Membership functions are subjective and context-dependent that means that it is hard for a computer system to automatically generate them in a concrete and formal way [22]. For this reason we use a second input to the fuzzifier to adjust the output, a parameter $m$, which allows the membership functions to be context-sensitive and adapted to teacher's personal view. In this way an input pair $(x_k,m_k)$ of the kth kind of information is transformed to the triple $[\mu_S(x_k,m_k), \mu_M(x_k,m_k), \mu_L(x_k,m_k)]$ for the terms Small, Medium and Large respectively. Thus, we have used as membership function for the extreme terms, like Small and Large, the sigmoid function, for the intermediate term, like Medium, the pseudotrapezoidal function (composed of two sigmoid functions). The adjusting parameter $m$ is the expected mean value of the kind of information estimated by human experts. The network of Figure 2 is used to calculate the membership grades of the three terms.
In Figure 2, the notation indicates $x$ the current measurement of the observed response; $m$ the expected mean value of the kind of information according to human teachers opinions:

$$y_s(x,m) = \frac{1}{1 + \exp(-w_{g1}(x + w_{c1}m))}$$

$$y_n(x,m) = \frac{1}{1 + \exp(-w_{g2}(x + w_{c2}m))} - \frac{1}{1 + \exp(-w_{g3}(x + w_{c3}m))}$$

$$y_l(x,m) = \frac{1}{1 + \exp(-w_{g4}(x + w_{c4}m))}$$

$w_{ci}$, $i=1...4$ is the central position of the sigmoid function $w_{gi}$, $i=1...4$ is the gradient of the sigmoid function. The exact shape of the membership functions is determined by the central position $m^*w_{ci}$ and the gradients $w_{gi}$, where $w_{ci}$, $w_{gi}$ are also defined according to human teachers opinions.

The fuzzy relational system

A fuzzy relational system is used to transform the fuzzy measurements into student's characteristics (knowledge level, learning speed, attention and so on). Student's characteristics are expressed in five terms, using predicates depending on the characteristic and the predicate modifiers rather and almost. For example, for the learning speed we use: Slow, Rather Slow; Normal, Fast, Almost Fast. The fuzzy system consists of a set of connectionist networks each one realizing a fuzzy relation [16] [17] of the type

$$Y_{i}^sR_{ki}=Z_{i}$$

where, $k$ denotes the kind of information, and $c$ the kind of student's characteristic. $Y_{i}$ is the observed variable from the set $\{y_{i1},y_{i2},y_{i3}\}$ and $Z_{i}$ is the fuzzy output of the student's characteristics $\{z_{i1},z_{i2},z_{i3},z_{i4},z_{i5}\}$. $R_{ki}$ is a $3\times5$ matrix representing the estimations of human teachers to the degree of association between an observed response and a student characteristic and $\circ$ is the max-min composition operator.

Since student's observable behavior is quite often inconsistent and contradictory and might be conditioned by factors such as distraction, tiredness and unintentional mistakes [4], the fuzzy relation through the min operation reduces the influence of noise in the observed responses. The fuzzy system is implemented by a set of single layer networks with 3 input nodes and 5 output nodes. The output nodes perform the max-min composition and the synaptic weights are the elements of the R matrix. The number of neural networks $n (n<=k*c)$ is defined according to whether or not a kind of information is associated with a characteristic.

The fuzzy aggregation network

A fuzzy aggregation network is used to calculate the final fuzzy sets of student's characteristics from the several fuzzy outputs (according to the kind of information) produced by the fuzzy relational system. The network weights are evaluated using the Saaty's method [19] and determine the importance of each preliminary decision in evaluating a characteristic of the student. A preliminary decision is expressed by a fuzzy subset relating a measurement or answer to the possible qualitative characterizations of a characteristic. The union operator is used because it allows all the fuzzy outputs of a specific characteristic to contribute to the final fuzzy set [14] [15].

The defuzzifier

The defuzzifier is used to create nonfuzzy assessments of student's characteristics (for further processing by the pedagogical module). A backpropagation network is trained for this task, imitating the teachers evaluation procedure. The function of this network can be considered as a heuristic defuzzification procedure: the network is trained using the BPVS algorithm [7] to imitate the teachers evaluation procedure and can be adapted to a teacher's subjective evaluation procedure.

Discussion

The neuro-fuzzy model incorporates both general and subjective knowledge in a cognitive domain. General knowledge is incorporated in the definition of the fuzzy sets and in assigning weights of importance of each preliminary decision to evaluate a characteristic of the student. This knowledge represents the expertise of the teacher in defining the characteristics of the student. The backpropagation network represents the experience of the teacher in evaluating the students and can be adapted by training to a teacher's personal way of evaluation. Furthermore, this approach permits the representation and processing of incomplete, imprecise and vague information about the student, i.e. controversial answers and unstable behavior, as well as precise data. This evaluation of student's characteristics is further used for deciding about the appropriate teaching strategy.

Figure 2. An instance of the fuzzifier stage.
Evaluation of the model
The neuro-fuzzy model has been tested on a prototype tutoring system in the physics domain of the vertical projectory motions [14]. The approach followed in [14] was a reconstruction of the microworld of the real lesson in the classroom. The distinguishable parts of knowledge are: free projectory motion, vertical projectory motion upward and vertical projectory motion downward. The educational material has been organized in lessons with questions/exercises that belong to several categories corresponding to particular theoretical subjects and investigating the student's characteristics. The experts (teachers) have defined the relative importance of each question, category of questions and measurement in the evaluation procedure. The expertise of the model is incorporated in the fuzzy sets, in the structure of the aggregation network and in the training phase of the backpropagation network. Depending on the input, a fuzzy subset is generated, appropriately weighted and combined with the fuzzy subsets of the other contributed measurements or answers. All this information is used to finally decide regarding a characteristic of the learner.

Experiments have been performed using a population of 300 simulated student cases to compare and evaluate the performance of the new approach with the decisions of 5 teachers. The overall average classification success has been 95%. Below, we exhibit results regarding the average success in evaluating student's learning speed, (learning speed is a cognitive ability of the student). In Figure 3 the average performance is analyzed with respect to the five possible characterizations for the learning speed. The system exhibits good performance in evaluating slow, rather slow, normal and almost fast students. However, fast students have been badly classified. This was expected because the system has been trained on the basis that teachers rarely classify a student in the best category.

![Figure 3](image_url)

**Figure 3.** Average classification success in categorizing students with respect to their learning speed.

We have further analyzed the errors made by the system and we have identified two types. The type 1 error expresses that a student has been badly classified in an adjoining category. For example, this type of error occurs when a student is evaluated by a human expert as normal (regarding his learning speed), but the system classifies him in the category almost fast or rather slow. On the other hand, when this student is classified as slow or fast the type 2 error occurs. Note that type 2 errors have occurred only when normal students have been evaluated. Detailed results are presented in Figure 4. To evaluate the generalization performance three different rules have been used and indicated in the figure by THL=0, THL=0.7 and THL=0.5. THL=0 indicates the max rule, i.e. a student is considered correctly classified if the output neuron that corresponds to the correct category has the greatest value among the output neurons; THL=0.7 indicates that a threshold equal to 0.7 has been placed in the neurons output before applying the max rule. Thus, only neurons with activation value greater than 0.7 contribute to the evaluation. Output patterns that contain values less than 0.7 are now considered as "Do not know" cases and the corresponding characteristic is not evaluated for the student.

![Figure 4](image_url)

**Figure 4.** Classification error in categorizing normal students with respect to the type of the error.

In Figure 5 the classification error for almost fast students is exhibited (in this case only type 1 error occurred).
Conclusions
In the proposed approach student's evaluation depends on the designer's ability to analyze the cognitive domain suitably, define fuzzy sets and relate student response with appropriate knowledge and cognitive characteristics. The applicability of the evaluation procedure can further be extended by exploiting the training and generalization capabilities of the neural networks to extract information from existing student records. These records implicitly contain a true picture of the possible knowledge levels of the students and of the possible learning paths. We currently investigate techniques to enhance the generalization performance of our approach.
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