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1 Introduction

An important and growing theme in software technology is the need for better methods for
storing and managing large volumes of information in ways that enable the full potential
of its content to be exploited in applications. Current mainstream database products,
both relational and object-based, target applications that conform in the main to the
type/instance paradigm whereby a number of types are de�ned as metadata (the schema)
and the database consists of collections of instances conforming to these types; database
update mainly comprising insertion, deletion and modi�cation of these instances.

For many important application areas this paradigm is appropriate and e�ective. How-
ever, there are other important application areas, of which crime, fraud and road-accident
investigation are good examples with which the Group has some familiarity, for which the
paradigm is not adequate. In these application domains the original information comes
in two forms: some structured data which conforms to the current concept of a database
schema, and some free text which may contain domain-speci�c terminology and/or be
stylised in a domain-speci�c way. Whilst some database products do now provide for the
inclusion of quite large free-text objects if speci�ed as such in the schema, there is little
e�ective provision for integrating their processing.

A particular example of the type of information we have in mind occurs in the normal
Police response to a burglary, which will include the initiation of some form of computer
record. Present systems will have provision for information to be formatted against a
database schema designed to cover basic information such as incident class, time, date,
location, name of person reporting, victim's name, number of the o�cer taking the call,
and so on, with appropriate screen formats to facilitate their entry. However, it is not to
be expected that all relevant information can be provided for in this way. Thus, there must
also be provision for the entry of signi�cant amounts of free text which will contain further
important, and often the most important, information. This text is likely subsequently
to be the subject of various forms of keyword search (\Do we have any reference in our
burglary records to valuable antique bronze amingoes?") and also be directly displayed
or printed for human reading, but it will not otherwise be processed. In our view it should
be and there is a need to investigate how.

An extreme reaction to the limitations of current database products has been the call
to abandon the concept of metadata encoded in a schema and for there to be research
into the management of extensive unstructured collections of largely free-text information,
sometimes termed text-mining. We believe that such an approach is unrealistic for the
broad class of applications that we have in mind. Moreover it ignores the fact that
information can often be more e�ectively represented in ways other than as free text
[46, 47]. In our view, where information can be described by a schema then it should be,
since advantage can then be taken of e�ective and e�cient processing using well developed
methods.
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In the next section of this report we de�ne partially stuctured data and briey indi-
cate the kind of facilities future DBMS should provide for its successful exploitation and
management. In section 3 we outline our plans for progressing the research, for developing
a methodology upon which the future DBMS we envisage could be based, and for pro-
ducing appropriate experimental software to evaluate the ideas in a practical context. In
section 4 we argue the importance of this work in the broader context of the development
of future DBMS, their importance, and the commercial possibilities. In section 5 we give
in some detail previous research which we believe should be studied and evaluated at
the outset of the research and of work in computational linguistics and natural language
understanding which we might use. Section 6 briey reiterates and summarises our views
and the opportunites which this work presents.

2 Partially Structured Data

Information or data which is partly formatted in accordance with metadata encoded as a
database schema and partly in the form of free text we de�ne to be partially structured1.
We believe that identifying this type of data as a distinct category will focus the research
we argue is needed, clarify its objectives, and lead to new database software products
appropriate to what we have identi�ed as a growing and particularly important class of
application areas.

The management and exploitation of partially structured data requires database man-
agement systems in which modi�cation of both the metdata and instance data is regarded
as of equal importance, with both provided for as part of normal database update. The
extent of the information which is covered by the schema should then be increased as the
understanding of the information and the requirements of the application evolve. Thus,
this in the future we will see the schema not as an information speci�cation decided a
priori at system design time but rather as metadata which evolves and becomes more
extensive as information is extracted and analysed from the free text parts.

In its initial form some part, and possibly the greater part, of the information will
be in free-text form. As a result of the methodology we envisage, this information will
be progressively transformed into new, structured, type and instance information. For
example, a statement made to the Police may include text such as \...as I came into the
road I saw a man of medium height going into the driveway...". This may lead to the
creation of two new subtypes of the person type, witness and suspect, and to the creation
of an instance of type person (the \man of medium height" who was seen) which will be
assigned as a possible member of both subtypes. The role of the software that we envisage
in such a scenario would not be to replace the human analysis and decision making process
but to provide tools which materially aid and enhance it.

To succeed, this approach to the management of partially structured information de-
pends �rstly upon developing techniques for processing sections of free text in order to
identify objects, their classi�cations, and the relationships among them. We will use
techniques derived from research in computational linguistics and natural language un-
derstanding for this task. This process will involve some measure of human involvement
both in suggesting to, and in con�rming or rejecting suggestions from, the software. The
semantic and grammatical information thus extracted will be represented in some form
of directed graph and/or semantic net although it is not to be expected that all of the

1This should not be confused with the term semi-structured data which now has a currency as meaning
data which is \self-describing" and can be represented as a graph [2]
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information in the text can be represented in this way and thus the text, or at least some
part of it, will continue to be held as such in the database as a necessary part of the
information content.

These derived graphs we then aim to semi-automatically transform into new structured
type and instance information for integration with the existing structured information in
the database. This transformation will require the investigation of methods for identify-
ing semantic similarity between data instances from which new types can be derived to
enhance the schema. There may be uncertainty in the assignment of types to instances,
in the values of instance attributes, and in the relationships between instances; and there
needs to be provision for such uncertainty.

3 Progressing the Research

The aim of this research is to create methods by which the free-form text parts of partially
structured information can be progressively clari�ed and codi�ed so that their information
content can be compared with, and become more integrated into, the structured part. In
consequence, the structured part becomes of progressively greater value to the applica-
tion, with the schema itself evolving and becoming itself more informative2. Experimental
quality software using these methods will be created suitable for experimentation in rel-
evant real world contexts to evaluate the e�ectivness of the new approach. The research
will be progressed in three phases each with a clear objective:

Phase 1: The �rst objective will be to explore and develop graph-based represen-
tations for the semantic and grammatical information extracted from free-form text and
for the susequently derived type and instance information. Semi-automated methods
will be developed to aid the human in the extraction and analysis of the semantic and
grammatical information, and in its transformation to type and instance information.

Phase 2: The second objective will be to design and develop an enhanced Functional
Database Programming Language (FDBPL) whose type system will be su�ciently power-
ful to be able to encode the text-derived data structures and the extraction/transformation
methods, as well as the reconciliation and integration of the new structured information
with the existing structured information, and the derivation of new schema information
from instance information.

Phase 3: The third objective will be to produce a design for a Workbench which
will facilitate the initial creation and subsequent progressive evolution of the partially
structured databases that we have in mind. The workbench will be used interactively
so as to enhance the e�ectiveness of the expert end-user in using the information in the
database to forward the aims of the application3. It will have facilities to specify an initial
graph-based schema for that part of the information which can be structured a priori. The
workbench will allow processing of text fragments in order to suggest to the user possible
extensions and evolutions of the current database instances, and to test hypotheses for
such enhancements from the user. Another important workbench facility will be to aid
the recognition of semantic similarity between data instances which could not have been
predicted in advance and which can be used to suggest possible schema evolutions to the

2Note that this functionality di�ers from the \schema evolution" facilities traditionally provided by
DBMSs and envisaged by previous research into schema evolution, which focus on tools and techniques
for migrating database instances and applications to conform to revised database schemas.

3In this context we de�ne an end-user to be an expert in the domain of the application able to become
readily familiar with graph-based representations of information in their domain.
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user. We expect that the FDBPL resulting from Phase 2 will play an important role in
realising experimental implementations of the workbench.

4 Timeliness, Relevance and Opportunity

Past research and development in database technology has resulted in data modelling
techniques and DBMS software that address successfully many of the major requirements
of business and industry. However, the established DBMS technology corresponds to
the requirements of the type/instance paradigm whereby common formats for data in-
stances are speci�ed a priori in a schema as a result of a process of systems analysis and
design, with subsequent database updates not changing signi�cantly the basic model of
information.

When this established database technology is used in the kind of application areas that
we discussed in Section 1 above the need for an approach which adopts a more exible
and evolutionary approach to database schemas and their speci�cation becomes all too
clear. The potential for the use of computer systems in these areas is huge and with
the �rst-generation database applications now being largely solved problems we believe
that the time is now ripe to move on to the next generation and to extend the scope
and range of database technology in the novel way we propose. Our approach seeks to
take advantage of results from work in closely related areas, possibly giving them a new
importance, yet retains and develops the solid foundations of current DBMS technology
and the bene�ts it brings.

In Section 1 we briey described the type of application areas which in our view re-
quire the approach we advocate, citing in particular the areas of crime and road accident
investigation of which we have direct experience from previous work. There are however
many other areas where the computer held information is likely to be partially structured:
hospital records, social work case records, educational progress records, and client infor-
mation in many other professional areas. We intend, however, to con�ne our experimental
work in this project to the two areas of which we already have direct experience and es-
tablished collaborations since we not only believe them to be of considerable importance
in themselves, but that results in these areas will readily generalise to other areas.

To illustrate the type of use of our proposed techniques, consider the Police Force's
approach to investigating a serious crime. An important role in any investigation team is
that of the \statement reader" whose role is to read a statement as a self-contained piece
of information and to identify references to persons, objects and events. This information
can then be related to other known or conjectured information, and to references to
possibly the same items of information in other statements or in the results of house-
to-house inquiries. It can also trigger further or other lines of inquiry. For a particular
crime there can be many hundreds of statements. This work is acknowledged to be labour
intensive and makes considerable demands on Police resources which are often di�cult to
meet [1].

With the type of workbench that we envisage, the statement reader would be presented
with automatically extracted semantic and grammatical information from a statement,
as well as the statement itself. The reader would approve, modify, or supplement this
extracted information which would then be transformed and integrated with the existing
structured data relating to the particular crime under investigation. This structured
data would evolve incrementally as further statements are processed and integrated and
reconciled with the existing information about the crime. The totality of information so
processed would form a very powerful database to support the investigation in ways well



5

beyond the capacity of present systems.
Whilst acknowledging that this scenario is ambitious, our experience leads us to believe

that it is none-the-less realisable. Although challenging, we believe that the potential
bene�ts of this research are highly signi�cant in extending the range of computer-managed
information and its bene�cial exploitation. We thus believe that this work deserves further
research funding which, if it then proceeds as we envisage, should lead on to ventuer capital
funding for practical exploitation.

5 Previous and Related Work

In progressing the research we will need to investigate and review work in areas not
normally considered part of database technology which presently address the needs of
the relevant application domains, and other work which manipulates and reasons about
information. We will also draw upon our our previous research and expertise.

Graph-based Data Models. There will be a need for two kinds of graph-based
information representation in this project: (i) the information extracted from free text,
and (ii) a graph-based data model for structured type and instance information. Both
authors have worked for some years in this area, funded by several SERC/EPSRC projects,
speci�cally within Prof King's TriStarp research project and Dr Poulovassilis' research
with Dr Levene on the Hypernode Model. As such we have expertise in graph-based data
repositories [21, 50, 22], graph-based data models [23, 37, 4], and graph-based database
languages and programming languages [30, 31, 17, 35, 44].

Functional Database Languages. Our plan is to develop an enhanced functional
database programming language which is su�ciently powerful to encode all of the necessary
data structures and algorithms for the proposed research. The authors are international
experts in functional database programming languages (FDBPLs). Our contributions in
this area include the FDL language, which was the �rst to integrate the functional data
model with functional programming [33, 36, 34], the PFL language which integrated a
relational data model with functional programming [45, 39, 42], new query optimisation
techniques for FDBPLs [40, 41, 43], active rules for FDBPLs and active rule analysis
techniques [6, 5], and the FDL2 language currently under development by the TriStarp
Group which will incorporate update functions [28] and second-order querying facilities
[4]. Our research will also draw on previous work on using functional formalisms for
information integration and as such will have good synergy with recent work in this area
by groups at Aberdeen, Manchester, University of Pennsylvania and Uppsala University
[18, 20, 7, 32, 10, 19].

Crime Investigation and Road Accident Analysis. The authors have worked
on long-term collaborative research projects in these application areas, and these will
be the two test beds that we will use for the present research. Prof King led an 18-
month project funded by the Home O�ce in which FDL was used to develop techniques
for deriving crime clusters in crime databases relating to burglaries. Dr Poulovassilis
has held two collaborative SERC/EPSRC grants with Prof Ben Heydecker at the UCL
Centre for Transport Studies (UCLTS) in which PFL was used to develop algorithms for
the management and statistical analysis of large volumes of road accident information
[52, 51, 16].

Natual Language Understanding. Part of the road accident information analysed
at UCLTS was in the form of free text, from which structured information matching the
database schema was extracted using natural language understanding (NLU) techniques
[53]. That work focused on extracting location information from the text and matched
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this directly against a �xed prede�ned database schema. It did not extend as far as
extracting information about events from the road accident reports and to transforming
this into an evolving database schema, as we are proposing here.

Handling uncertain information. There may be uncertainty arising from the
transformation of information extracted from free-form text into structured information,
and accommodating such uncertainly will need to be an inherent part of the graph-based
data model that we develop. Our relevant expertise here is in extending functional data
models to handle incomplete information [48, 49]. Dr Daniel Stamate, currently a Marie-
Curie Research Fellow in the department, also has expertise in this area [14, 24] and is
likely to contribute in this aspect of the project.

Schema equivalence and schema integration. There may be semantic conicts
between the existing types/instances and the structured information derived from free-
form text which will need to be handled and resolved. Our relevant expertise here is Dr
Poulovassilis' recent work with Dr McBrien on equivalence, transformation and integra-
tion of database schemas, based an underling graph-based representation of higher-level
schema constructs [38, 27, 26]. Drs McBrien and Poulovassilis have recently been awarded
an EPSRC grant under the second DIM call (no. GR/N 35915) to continue this work in
the areas of mediator/wrapper generation, schema improvement, and global query opti-
misation for heterogeneous databases, and that project will have a good synergy with the
present research.

The proposed work will draw from several other major research areas, of which infor-
mation retrieval, conceptual models, semi-structured data models, text mining
and computational linguistics are the most relevant. A good overview of the state-
of-the-art in these areas can be found in the proceedings of the SIGIR, ICCS, WebDB,
WWW, and ACL conference series, respectively.

The traditional aim of information retrieval is to select documents that satisfy users'
criteria using concept-matching techniques. Our aim has a di�erent focus in that we will
be extracting grammatical structure as well as concept references from whole collections
of documents. The work on conceptual models will be relevant to the way that we
represent this grammatical information. Work has recently been done on integrating IR
and database languages, for example in probabilistic query languages and algebras [13]
and this work will be relevant to our handling of uncertainty in the structured information
derived from the free text.

The graph-based data model that we develop to represent structured information
may well have a close relationship to semi-structured data models and the emerging
XML standards, the relationship of which to structured data models is work we cur-
rently have in progress (see http://www.dcs.bbk.ac.uk/~ap/pubs /tr050800.ps and
http://www.dcs.bbk.ac.uk/TriStarp/resrep0820001.html). Particularly relevant here
is the work on extracting schema information from semi-structured data (surveyed in [2])
of which the approach of Nestorov et al. [29] is the most relevant to our proposed re-
search in that it allows approximate, i.e. possibly imperfect, typing of objects which may
have multiple roles. However, we are again seeking to achieve something beyond this in
not undertaking simple graph-matching of database instances in order to derive schema
information, but more sophisticated analysis of semantic similarity between database in-
stances. Relevant work in text mining includes the Google search engine which extracts
information of �xed, known format from the WWW [8, 9], the WHIRL system which uses
text-matching methods from information retrieval to retrieve and integrate information
from the WWW [12], focussed crawling which seeks web pages that are relevant to a
speci�ed set of topics [11], and NoDoSE [3] which compares text against a user-speci�ed
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structure. However, our proposed approach goes beyond this work in that text will be
analysed using a much more sophisticated natural language lexicon. Finally, work in NLU
has generally focused on text analysis, representation and manipulation (see for example
discussions in [15, 25]) rather than on utilising information extracted from text for the
kinds of database applications that we have in mind.

6 Conclusions

This research report has identi�ed and discussed an important class of applications which
need better and more appropriate database management software products than are cur-
rently available. We have indicated how such new products should be engineered and
identi�ed the research necessary for their development and realisation. We would encour-
age those interested in this work and its outcome, and with potential applications, to
follow progress on our website, assist aand participate. For intending research students
we believe there to be a number of themes which could provide subjects for interesting
PhD theses and which would make a signi�cant contribution to the work. There are also
aspects which could lead to very good MPhil dissertations.
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