
 

                             

An application of classification techniques for credit scoring 
 

Research Aims 

 

The primary rationale is to understand and improve credit scoring 

models using machine learning techniques. The performance of 

techniques is compared with open source financial datasets and the 

existing models can be improved by novel computer science 

techniques in realistic problem of the areas, where; 

 

- binary and multi-class credit classification 

- balanced and imbalanced data sets 

- complete data sets without missing values and incomplete dataset         

with missing values 

 

 

Research Methodology 
 

The architectural design for credit scoring is described as Figure 1.  

Firstly, the open source financial data is pre-processed. Secondly, 

feature engineering is employed to decide feature subsets that have 

the most effective and least redundant attributes. Then, the 

engineered subsets are used to train machine learning models. 

Finally, evaluation metrics are applied to compare the experimental 

results among models for credit scoring. 

 

 

 

 

 

Figure 1. System Architecture 

 

 

 

Research Approach 

 

In the experiment, credit scoring data sets from Kaggle competition 

called ‘Give me some credit’ is used to build classifiers. To evaluate 

the classification performance of credit scoring model, it is 

compared with logistic regression as benchmark model and two 

ensemble methods (random forest and extreme gradient boosting) 

are employed. Receiver operating characteristic (ROC) and Area 

under the curve (AUC) are chosen to measure the performances 

among the models. Figure 2 shows that the random forest and 

extreme gradient boosting(XGBoosting)-based models perform well 

in imbalanced credit scoring context as Brown and Mues (2012) 

mentioned in the paper.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. ROC and AUC for models 
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