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Generative vs Discriminative

◼ A generative model like Naïve Bayes makes use 

of the likelihood term P(d|c), which expresses 

how to generate the features of a document d if 

we knew it was of class c.

◼ A discriminative model like Logistic Regression 

in this text categorization scenario attempts to 

directly compute P(c|d).



Components



Stages



Classification Function

◼ The weights and 

bias

◼ The sigmoid 

(a special case of 

logistic function)
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Features

◼ Where do they come from?

◼ Feature Engineering

◼ Representation Learning (using Deep Learning 

methods etc.)



LR vs NB

◼ Naïve Bayes has overly strong conditional 

independence assumptions. By contrast, logistic 

regression is much more robust to correlated 

features.

◼ Thus when there are many correlated features, 

logistic regression will assign a more accurate 

probability than Naïve Bayes. 

◼ So logistic regression generally works better on 

large datasets or long documents, and is a 

common default.



LR vs NB

◼ Despite the less accurate probabilities, Naïve 

Bayes still often makes the correct classification 

decision. 

◼ Naïve Bayes works extremely well (even better 

than Logistic Regression) on small datasets or 

short documents. 

◼ Furthermore, it is easy to implement and very 

fast to train (there’s no optimization step). 

◼ So it’s still a reasonable approach to use in some 

situations.



Learning

◼ Objective: 

to minimize the cross-entropy loss function



Learning

◼ Algorithm: Stochastic Gradient Descent

◼ Regularization



Multinomial Logistic Regression

◼ Also called the softmax regression 

(or, historically, the maxent classifier)



Multinomial Logistic Regression

◼ The softmax function



Multinomial Logistic Regression

◼ The cross-entropy loss function (for K classes)

◼ For a hard classification task (where only one 

class is the correct one for each document), this is 

just the negative log-likelihood.

◼ Given a training document x in class k, i.e., 

y = [0, …, 1, … 0] where yk=1 and yi=0 for i≠k .


