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Two Classes: ham and spam 
 
Training Data 
ham d1: “Shipment of gold arrived in a truck.”  
spam d2: “Shipment of gold damaged in a fire.”  
 
Test Data 
? d3: “Delivery of silver arrived in a silver truck.”  



 
// Term IDF Weights 
The number of documents in the collection n = 3. 
 
idfa = log( n / dfa ) = log( 3 / 3 ) = 0 
idfarrived = log( n / dfarrived ) = log( 3 / 2 ) = 0.18 
idfdamaged = log( n / dfdamaged ) = log( 3 / 1 ) = 0.48 
idfdelivery = log( n / dfdelivery ) = log( 3 / 1 ) = 0.48 
idffire = log( n / dffire ) = log( 3 / 1 ) = 0.48 
idfgold = log( n / dfgold ) = log( 3 / 2 ) = 0.18 
idfin = log( n / dfin ) = log( 3 / 3 ) = 0 
idfof = log( n / dfof ) = log( 3 / 3 ) = 0 
idfshipment = log( n / dfshipment ) = log( 3 / 2 ) = 0.18 
idfsilver = log( n / dfsilver ) = log( 3 / 1 ) = 0.48 
idftruck = log( n / dftruck ) = log( 3 / 2 ) = 0.18 
 
// TF×IDF Document Vectors 

ijiji idftfw ×= ,,  
 

 a arrived damaged delivery fire gold in of shipment silver truck 
d1 0 0.18 0 0 0 0.18 0 0 0.18 0 0.18
d2 0 0 0.48 0 0.48 0.18 0 0 0.18 0 0
d3 0 0.18 0 0.48 0 0 0 0 0 0.96 0.18

 
// Document Vector Length 
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// Document Cosine Similarities 
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// kNN Classification (k=1) 
 
The nearest neighbour of d3 is d1 because . ),(),( 2313 ddsimddsim >

Since the class of d1 is ham, d3 should be classified into the ham class. 
 


