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#### Abstract

_ Abstract Our concern is the problem of determining the data complexity of answering an ontology-mediated query (OMQ) given in linear temporal logic $L T L$ over $(\mathbb{Z},<)$ and deciding whether it is rewritable to an $\mathrm{FO}(<)$-query, possibly with extra predicates. First, we observe that, in line with the circuit complexity and FO-definability of regular languages, OMQ answering in $\mathrm{AC}^{0}, \mathrm{ACC}^{0}$ and $\mathrm{NC}^{1}$ coincides with $\mathrm{FO}(<, \equiv)$-rewritability using unary predicates $x \equiv 0(\bmod n), \mathrm{FO}(<, \mathrm{MOD})$-rewritability, and FO(RPR)-rewritability using relational primitive recursion, respectively. We then show that deciding $\mathrm{FO}(<)-\mathrm{FO}(<, \equiv)$ - and $\mathrm{FO}(<, \mathrm{MOD})$-rewritability of $L T L$ OMQs is ExpSpace-complete, and that these problems become PSpace-complete for OMQs with a linear Horn ontology and an atomic query, and also a positive query in the cases of $\mathrm{FO}(<)$ - and $\mathrm{FO}(<, \equiv)$-rewritability. Further, we consider $\mathrm{FO}(<)$-rewritability of OMQs with a binary-clause ontology and identify OMQ classes, for which deciding it is PSPACE-, $\Pi_{2}^{p}$ - and coNP-complete.
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## 1 Introduction

Motivation. The problem we consider in this paper originates in the area of ontology-based data access (OBDA) to temporal data. The aim of the OBDA paradigm [44,61] and systems such as Mastro or Ontop ${ }^{1}$ is to facilitate management and integration of possibly incomplete and heterogeneous data by providing the user with a view of the data through the lens of a description logic (DL) ontology. Thus, the user can think of the data as a 'virtual knowledge graph' [62], $\mathcal{A}$, whose labels-unary and binary predicates supplied by an ontology, $\mathcal{O}$-are the only thing to know when formulating queries, $\varkappa$. Ontology-mediated queries (OMQs) $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ are supposed to be answered over $\mathcal{A}$ under the open world semantics (taking account of all models of $\mathcal{O}$ and $\mathcal{A}$ ), which can be prohibitively complex. So the key to practical OBDA is ensuring first-order rewritability of $\boldsymbol{q}$ (aka boundedness in the datalog literature [1]), which reduces open-world reasoning to evaluating an FO-formula over $\mathcal{A}$. The W3C standard ontology language OWL $2 Q L$ for OBDA is based on the DL-Lite family of DL [3,19], which uniformly guarantees FO-rewritability of all OMQs with a conjunctive query.

[^0]Other ontology languages with this feature include various dialects of tgds; see, e.g., $[8,18,22]$. However, by design such languages are rather inexpressive.

Theory and practice of OBDA have revived the interest to the problem of deciding whether an OMQ given in some expressive language is FO-rewritable, which was thoroughly investigated in the 1980-90s for datalog queries; see, e.g., $[2,24,42,53,55]$. The data complexity and rewritability of OMQs in various DLs and disjunctive datalog have become an active research area in the past decade [15,27,31,41], lying at the crossroads of logic, database theory, knowledge representation, circuit and descriptive complexity, and CSP.

There have been numerous attempts to extend ontology and query languages with constructors capable of representing events over temporal data; see [6,40] for surveys and $[16,59,60]$ for more recent developments. However, so far the focus has been on the uniform complexity of reasoning with arbitrary ontologies and queries in a given language rather than on understanding the data complexity and FO-rewritability of individual temporal OMQs. On the other hand, the non-uniform analysis of OMQs in DLs or datalog mentioned above is not applicable to standard temporal logics interpreted over linearly-ordered structures.

In this paper, we take a first step towards understanding the problem of FO-rewritability of OMQs over temporal data by focusing on the temporal dimension and considering OMQs given in linear temporal logic $L T L$ interpreted over $(\mathbb{Z},<)$.

- Example 1. Let $\mathcal{O}$ be an $L T L$ ontology with the following axioms (describing a system's behaviour and) containing the temporal operators $\square_{F} / \square_{P}$ (always in the future/past), $\diamond_{F} / \diamond_{P}$ (sometime in the future/past) and $\bigcirc_{F} / \bigcirc_{P}$ (the next/previous minute):

$$
\begin{align*}
& \square_{P} \square_{F}\left(\text { Malfunction } \rightarrow \diamond_{F} \text { Fixed }\right),  \tag{1}\\
& \square_{P} \square_{F}\left(\text { Fixed } \rightarrow \bigcirc_{F} \text { InOperation }\right),  \tag{2}\\
& \square_{P} \square_{F}\left(\text { Malfunction } \wedge \bigcirc_{P} \text { Malfunction } \wedge \bigcirc_{P}^{2} \text { Malfunction } \rightarrow \neg \bigcirc_{F} \text { InOperation }\right) . \tag{3}
\end{align*}
$$

We query temporal data, say

$$
\mathcal{A}=\{\operatorname{Malfunction}(2), \operatorname{Malfunction}(5), \operatorname{Malfunction}(6), \text { Fixed(6), Malfunction(7) }\}
$$

by means of $L T L$-formulas such as

$$
\varkappa=\diamond_{P} \diamond_{F}\left(\text { Malfunction } \wedge \bigvee_{1 \leq i \leq 5} \bigcirc_{F}^{i}\left(\text { Fixed } \wedge \bigvee_{1 \leq j \leq 5} \neg \bigcirc_{F}^{j} \text { InOperation }\right)\right)
$$

asking whether there was a malfunction that was fixed in $\leq 5 \mathrm{~m}$ but within the next 5 m the equipment went out of operation again. The certain answer to the OMQ $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ over $\mathcal{A}$ is yes because $\varkappa$ is true in all models of $\mathcal{O}$ and $\mathcal{A}$. It is readily seen that the certain answer to $\boldsymbol{q}$ over any given data instance $\mathcal{A}^{\prime}$ in the signature $\{$ Malfunction, Fixed $\}$ can be computed by evaluating over $\mathcal{A}^{\prime}$ the following $\mathrm{FO}(<)$-sentence, called an $\mathrm{FO}(<)$-rewriting of $\boldsymbol{q}$ :

$$
\exists x\left[\operatorname{Malfunction}(x) \wedge \bigvee_{1 \leq i \leq 5}\left(\text { Fixed }(x+i) \wedge \bigvee_{1 \leq j \leq 5} \bigwedge_{0 \leq k \leq 2} \operatorname{Malfunction}(x+i+j-k)\right)\right]
$$

Problem and related work. The problem we are interested in can be formulated in complexity-theoretic terms: given an $L T L$ OMQ $\boldsymbol{q}$, determine the data complexity of answering $\boldsymbol{q}$ over any data instance $\mathcal{A}$ in a given signature $\Xi$. For simplicity's sake, let us assume that $\boldsymbol{q}$ is Boolean (with a yes/no answer). Then the data instances $\mathcal{A}$ over which the answer to $\boldsymbol{q}$ is yes form a language $\boldsymbol{L}(\boldsymbol{q})$ over the alphabet $2^{\Xi}$. In fact, using the automata-theoretic view of $L T L$ [58], one can show that $\boldsymbol{L}(\boldsymbol{q})$ is regular, and so can be decided in $\mathrm{NC}^{1}[9,11]$.

| class of OMQs | $\mathrm{FO}(<)$ | $\mathrm{FO}(<, \equiv), \mathrm{AC}^{0}$ | $\mathrm{FO}(<, \mathrm{MOD}), \mathrm{ACC}^{0}$ |
| :--- | :---: | :---: | :---: |
| $L T L_{\text {horn }}^{\circ}$ OMAQs |  |  |  |
| $L T L_{\text {krom }}$ OMPEQs | ExpSPACE | ExpSpACE | ExPSPACE |
| $L T L_{\text {bool }}^{\square O}$ OMQs |  |  |  |
| linear $L T L_{\text {horn }}^{\circ}$ OMAQ <br> linear $L T L_{\text {horn }}^{\circ}$ OMPQs | PSPACE | PSPACE | PSPACE |
| $L T L_{\text {krom } O M A Q s}^{\circ}$ OMA | CONP |  | $?$ |
| $L T L_{\text {core }}^{\circ}$ OMPEQs | $\Pi_{2}^{p}$ | all in $\mathrm{AC}^{0}[7]$ | - |
| $L T L_{\text {core }}^{\circ}$ OMPQs | PSpace |  |  |

Table 1 Complexity of deciding FO-rewritability of LTL OMQs.

The circuit and descriptive complexity of regular languages was investigated in [10,51], which established an $\mathrm{AC}^{0} / \mathrm{ACC}^{0} / \mathrm{NC}^{1}$ trichotomy, gave algebraic characterisations of languages in these classes (implying that the trichotomy is decidable) and also in terms of extensions of FO. Namely, the languages in $\mathrm{AC}^{0}$ are definable by $\mathrm{FO}(<, \equiv)$-sentences with unary predicates $x \equiv 0(\bmod n)$; those in $\mathrm{ACC}^{0}$ are definable by $\mathrm{FO}(<, \mathrm{MOD})$-sentences with quantifiers $\exists^{n} x \psi(x)$ checking whether the number of positions satisfying $\psi$ is divisible by $n$; and all regular languages are definable in $\mathrm{FO}(\mathrm{RPR})$ with relational primitive recursion [23].

Thus, our problem can be equivalently formulated in logic terms: given an LTL OMQ $\boldsymbol{q}$, decide whether $\boldsymbol{L}(\boldsymbol{q})$ is $\mathrm{FO}(<, \equiv)$ - or $\mathrm{FO}(<, \mathrm{MOD})$-definable. In the OBDA context, we are also interested in $\mathrm{FO}(<)$-definability (without any extra predicates, quantifiers or recursion), which has been thoroughly investigated in both automata theory and logic; see, e.g., [26] and references therein. In particular, deciding $\mathrm{FO}(<)$-definability of regular languages is known to be PSpace-complete [14, 21, 49]. Note also that, by Kamp's Theorem [35, 45], FO $(<)$-rewritability reduces answering $L T L$ OMQs to model checking $L T L$-formulas.

Our contribution. Let $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$. First, using results of [9, 10], we obtain criteria of $\mathcal{L}$-definability of DFAs in terms of their transition monoids, which are then applied to show that deciding $\mathcal{L}$-definability of the language of a given 2 NFA can be done in PSpace. We also establish a matching lower bound for minimal DFAs. These results have been known for $\mathcal{L}=\mathrm{FO}(<)$ and DFAs/NFAs [14, 21, 49]-but otherwise are novel.

To investigate $\mathcal{L}$-rewritability of $L T L$ OMQs $\boldsymbol{q}=(\mathcal{O}, \varkappa)$, we follow the classification of [7], according to which the axioms of every $L T L$ ontology $\mathcal{O}$ are given in the clausal form

$$
\begin{equation*}
\square_{P} \square_{F}\left(C_{1} \wedge \cdots \wedge C_{k} \rightarrow C_{k+1} \vee \cdots \vee C_{k+m}\right) \tag{4}
\end{equation*}
$$

where the $C_{i}$ are atoms, possibly prefixed by the temporal operators $\bigcirc_{F}, \bigcirc_{P}, \square_{F}, \square_{P}$. Given some $\boldsymbol{o} \in\{\square, \bigcirc, \square \bigcirc\}$ and $\boldsymbol{c} \in\left\{\right.$ bool, horn, krom, core\}, we denote by $L T L_{\boldsymbol{c}}^{\boldsymbol{o}}$ the fragment of $L T L$ with clauses of the form (4), where the $C_{i}$ can only use the (future and past) operators indicated in $\boldsymbol{o}$, and $m \leq 1$ if $\boldsymbol{c}=$ horn; $k+m \leq 2$ if $\boldsymbol{c}=$ krom; $k+m \leq 2$ and $m \leq 1$ if $\boldsymbol{c}=$ core; and arbitrary $k, m$ if $\boldsymbol{c}=$ bool. If $\boldsymbol{o}$ is omitted, the $C_{i}$ are atomic. An $L T L_{h o r n}^{o}$-ontology $\mathcal{O}$ is linear if, in each of its axioms (4), at most one $C_{i}$, for $1 \leq i \leq k$, can occur on the right-hand side of an axiom in $\mathcal{O}$ (is an IDB predicate, in datalog parlance). We distinguish between arbitrary $L T L_{c}^{o}$ OMQs $\boldsymbol{q}=(\mathcal{O}, \varkappa)$, where $\mathcal{O}$ is any $L T L_{c}^{o}$ ontology and $\varkappa$ any LTL-formula with $\bigcirc-$, $\square$ - and $\diamond$-operators; positive OMQs (OMPQs), where $\varkappa$ is $\rightarrow$, $\neg$-free; existential OMPQs (OMPEQs) with $\square$-free $\varkappa$; and atomic OMQs (OMAQs) with atomic $\varkappa$.

The main result of this paper is the tight complexity bounds on deciding $\mathcal{L}$-rewritability (and so data complexity) of $L T L$ OMQs in various classes defined above, which are summarised
in Table 1. The ExpSpace upper bound in the first stripe is shown using our $\mathcal{L}$-definability criteria and exponential-size NFAs for LTL akin to those in [57]; in the proof of the matching lower bound, an exponential-size automaton is encoded in a polynomial-size ontology. If the ontology in an $L T L_{\text {horn }}^{\bigcirc}$ OMAQ is linear, we show that its language (yes-data instances) can be captured by a polynomial-size 2NFA, which allows us to reduce the complexity of deciding $\mathcal{L}$-rewritability to PSpace. However, for linear $L T L_{\text {horn }}^{\circ}$ OMPQs (with more expressive queries $\varkappa$ ), the existence of polynomial-size 2NFAs remains open; instead, we show how the structure of the canonical (minimal) models for $L T L_{\text {horn }}^{\bigcirc}$-ontologies can be utilised to yield a PSpace algorithm. In the third stripe of the table, we deal with binary-clause ontologies. The coNP-completeness of deciding FO-rewritability of $L T L_{\text {krom }}^{\circ}$ OMAQs is established using unary NFAs and results from [50]. The $\Pi_{2}^{p}$-completeness for $L T L_{\text {core }}^{\bigcirc}$ OMPEQs (without $\vee$ in ontologies but with $\wedge, \vee, \diamond$ in queries) and the PSPAcE-completeness for $L T L_{\text {core }}^{\circ}$ OMPQs (admitting $\square$ in queries, too) can be explained by the fact that the combined complexity of answering such OMPEQs and OMPQs is, respectively, NP- and $\mathrm{P}^{N \mathrm{P}}[O(\log n)]$-complete (like validity in Carnap's modal logic [32]), rather than tractable as in the previous case.

It might be of interest to compare the results in Table 1 with the complexity of deciding FO-rewritability (aka boundedness) of datalog queries, which is

- undecidable for linear datalog queries with binary predicates and for ternary linear datalog queries with a single recursive rule [33, 43];
- 2NExpTimE-complete for monadic disjunctive datalog queries [17, 27];
- 2ExpTime-complete for monadic datalog queries [12,24];
- PSpace-complete for linear monadic programs [24,54];
- NP-complete for linear monadic single rule programs [55].


## 2 Preliminaries: LTL OMQs

In our setting, the alphabet of linear temporal logic LTL comprises a set of atomic concepts $A_{i}, i<\omega$. Basic temporal concepts, $C$, are defined by the grammar
$C::=A_{i}\left|\quad \square_{F} C \quad\right| \quad \square_{P} C\left|\bigcirc_{F} C \quad\right| \quad \bigcirc_{P} C$
with the temporal operators $\square_{F} / \square_{P}$ (always in the future/past) and $\bigcirc_{F} / \bigcirc_{P}$ (at the next/ previous moment). A temporal ontology, $\mathcal{O}$, is a finite set of axioms of the form

$$
\begin{equation*}
C_{1} \wedge \cdots \wedge C_{k} \rightarrow C_{k+1} \vee \cdots \vee C_{k+m} \tag{5}
\end{equation*}
$$

where $k, m \geq 0$, the $C_{i}$ are basic temporal concepts, the empty $\wedge$ is $\top$, and the empty $\vee$ is $\perp$. Following the $D L$-Lite convention $[3,5]$, we classify ontologies by the shape of their axioms and the temporal operators that can occur in them. Suppose $\boldsymbol{c} \in\{$ horn, krom, core, bool\} and $\boldsymbol{o} \in\{\square, \bigcirc, \square \bigcirc\}$. The axioms of an LTL $L_{c}^{o}$-ontology may only contain occurrences of the (future and past) temporal operators in $\boldsymbol{o}$ and satisfy the following restrictions on $k$ and $m$ in (5) indicated by $\boldsymbol{c}$ : horn requires $m \leq 1$, krom requires $k+m \leq 2$, core both $k+m \leq 2$ and $m \leq 1$, while bool imposes no restrictions. For example, axiom (2) from Example 1 is allowed in all of these fragments, (3) is equivalent to a Horn axiom (with $\perp$ on the right-hand side), and (1) can be expressed in Krom as explained in Remark 3 below. A basic concept is called an $I D B$ (intensional database) concept in an ontology $\mathcal{O}$ if its atom occurs on the right-hand side of some axiom in $\mathcal{O}$. The set of IDB atomic concepts in $\mathcal{O}$ is denoted by $i d b(\mathcal{O})$. An $L T L_{\text {horn }}^{o}$-ontology is called linear if each of its axioms $C_{1} \wedge \cdots \wedge C_{k} \rightarrow C_{k+1}$ contains at most one IDB concept $C_{i}$, for $1 \leq i \leq k$.

A data instance-ABox in description logic parlance - is a finite set $\mathcal{A}$ of atoms $A_{i}(\ell)$, for $\ell \in \mathbb{Z}$, together with a finite interval $\operatorname{tem}(\mathcal{A})=[m, n] \subseteq \mathbb{Z}$, called the active domain of $\mathcal{A}$, such that $m \leq \ell \leq n$, for all $A_{i}(\ell) \in \mathcal{A}$. If $\mathcal{A}=\emptyset$, then tem $(\mathcal{A})$ may also be $\emptyset$. Otherwise, we assume (without loss of generality) that $m=0$. If tem $(\mathcal{A})$ is not specified explicitly, it is assumed to be either empty or $[0, n]$, where $n$ is the maximal timestamp in $\mathcal{A}$. By a signature, $\Xi$, we mean any finite set of atomic concepts. An ABox $\mathcal{A}$ is said to be a $\Xi$ - $A B o x$ if $A_{i}(\ell) \in \mathcal{A}$ implies $A_{i} \in \Xi$.

We query ABoxes by means of temporal concepts, $\varkappa$, which are $L T L$-formulas built from the atoms $A_{i}$, Booleans $\wedge, \vee, \neg$, temporal operators $\bigcirc_{F}, \square_{F}, \diamond_{F}$ (eventually) and their past-time counterparts $\bigcirc_{P}, \square_{P}, \diamond_{P}$ (previously). If $\varkappa$ does not contain $\neg$, we call it positive; if $\varkappa$ does not contain $\square_{P}$ and $\square_{F}$ either, we call positive existential.

An interpretation is a structure $\mathcal{I}=\left(\mathbb{Z}, A_{0}^{\mathcal{I}}, A_{1}^{\mathcal{I}}, \ldots\right)$ with $A_{i}^{\mathcal{I}} \subseteq \mathbb{Z}$, for every $i<\omega$. The extension $\varkappa^{\mathcal{I}}$ of a temporal concept $\varkappa$ in $\mathcal{I}$ is defined inductively as usual in LTL under the 'strict semantics' $[25,30]$ :

$$
\begin{aligned}
& \left(\bigcirc_{F} \varkappa\right)^{\mathcal{I}}=\left\{n \in \mathbb{Z} \mid n+1 \in \varkappa^{\mathcal{I}}\right\} \\
& \left(\square_{F} \varkappa\right)^{\mathcal{I}}=\left\{n \in \mathbb{Z} \mid k \in \varkappa^{\mathcal{I}}, \text { for all } k>n\right\}, \\
& \left(\diamond_{F} \varkappa\right)^{\mathcal{I}}=\left\{n \in \mathbb{Z} \mid \text { there is } k>n \text { with } k \in \varkappa^{\mathcal{I}}\right\},
\end{aligned}
$$

and symmetrically for the past-time operators. We regard $\mathcal{I}, n \models \varkappa$ as synonymous to $n \in \varkappa^{\mathcal{I}}$. We say that an axiom (5) is true in $\mathcal{I}$ if $C_{1}^{\mathcal{I}} \cap \cdots \cap C_{k}^{\mathcal{I}} \subseteq C_{k+1}^{\mathcal{I}} \cup \cdots \cup C_{k+m}^{\mathcal{I}}$, that is, if it holds at every moment of time; cf. (4). An interpretation $\mathcal{I}$ is a model of $\mathcal{O}$ if all axioms of $\mathcal{O}$ are true in $\mathcal{I}$; it is a model of $\mathcal{A}$ if $A_{i}(\ell) \in \mathcal{A}$ implies $\ell \in A_{i}^{\mathcal{I}}$.

An LTL $\boldsymbol{c}_{\boldsymbol{c}}^{\boldsymbol{o}}$ ontology-mediated query (OMQ) is a pair of the form $\boldsymbol{q}=(\mathcal{O}, \varkappa)$, where $\mathcal{O}$ is an $L T L_{\boldsymbol{c}}^{\boldsymbol{o}}$ ontology and $\varkappa$ a temporal concept. If $\varkappa$ is positive, we call $\boldsymbol{q}$ a positive $O M Q$ (OMPQ, for short), if $\varkappa$ is positive existential, we call $\boldsymbol{q}$ a positive existential OMQ (OMPEQ), and if $\varkappa$ is an atomic concept, we call $\boldsymbol{q}$ atomic (OMAQ). The set of atomic concepts occurring in $\boldsymbol{q}$ is denoted by $\operatorname{sig}(\boldsymbol{q})$.

We can treat $\boldsymbol{q}$ as a Boolean OMQ, which returns a yes/no answer, or as a specific OMQ, which returns timestamps from the ABox in question assigned to the free variable, say $x$, in the standard FO-translation of $\varkappa$. In the latter case, we write $\boldsymbol{q}(x)=(\mathcal{O}, \varkappa(x))$. More precisely, a certain answer to a Boolean OMQ $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ over an ABox $\mathcal{A}$ is yes if, for every model $\mathcal{I}$ of $\mathcal{O}$ and $\mathcal{A}$, there is $k \in \mathbb{Z}$ such that $k \in \varkappa^{\mathcal{I}}$, in which case we write $(\mathcal{O}, \mathcal{A}) \vDash \exists x \varkappa(x)$. If $(\mathcal{O}, \mathcal{A}) \not \vDash \exists x \varkappa(x)$, the certain answer to $\boldsymbol{q}$ over $\mathcal{A}$ is no. We write $(\mathcal{O}, \mathcal{A}) \models \varkappa(k)$, for $k \in \mathbb{Z}$, if $k \in \varkappa^{\mathcal{I}}$ in all models $\mathcal{I}$ of $\mathcal{O}$ and $\mathcal{A}$. A certain answer to a specific OMQ $\boldsymbol{q}(x)=(\mathcal{O}, \varkappa(x))$ over $\mathcal{A}$ is any $k \in \operatorname{tem}(\mathcal{A})$ with $(\mathcal{O}, \mathcal{A}) \models \varkappa(k)$. By the evaluation (or answering problems for $\boldsymbol{q}$ or $\boldsymbol{q}(x)$ we understand the decision problem ' $(\mathcal{O}, \mathcal{A}) \models$ ? $\exists x \varkappa(x)$ ' or ' $(\mathcal{O}, \mathcal{A}) \models$ ? $\varkappa(k)$ ' with input $\mathcal{A}$ or, respectively, $\mathcal{A}$ and $k \in \operatorname{tem}(\mathcal{A})$. We say that $\boldsymbol{q}$ or $\boldsymbol{q}(x)$ is in a complexity class $\mathcal{C}$ if the corresponding evaluation problem is in $\mathcal{C}$.

- Example 2. (i) Suppose $\mathcal{O}_{1}=\left\{A \rightarrow \square_{F} B, \square_{F} B \rightarrow C\right\}$ and $\boldsymbol{q}_{1}=\left(\mathcal{O}_{1}, C \wedge D\right)$. The certain answer to $\boldsymbol{q}_{1}$ over $\mathcal{A}_{1}=\{D(0), B(1), A(1)\}$ is yes, and no over $\mathcal{A}_{2}=\{D(0), A(1)\}$. The only answer to $\boldsymbol{q}_{1}(x)=\left(\mathcal{O}_{1},(C \wedge D)(x)\right)$ over $\mathcal{A}_{1}$ is 0 .
(ii) Let $\mathcal{O}_{2}=\left\{\mathrm{O}_{P} A \rightarrow B, \mathrm{O}_{P} B \rightarrow A, A \wedge B \rightarrow \perp\right\}$. The certain answer to $\boldsymbol{q}_{2}=\left(\mathcal{O}_{2}, C\right)$ over $\mathcal{A}_{1}=\{A(0)\}$ is no, and yes over $\mathcal{A}_{2}=\{A(0), A(1)\}$. There are no certain answers to $\boldsymbol{q}_{2}(x)=\left(\mathcal{O}_{1}, C(x)\right)$ over $\mathcal{A}_{1}$, while over $\mathcal{A}_{2}$ the answers are 0 and 1 .
(iii) Consider now the ontology

$$
\mathcal{O}_{3}=\left\{\bigcirc_{P} B_{k} \wedge A_{0} \rightarrow B_{k}, \bigcirc_{P} B_{1-k} \wedge A_{1} \rightarrow B_{k} \mid k=0,1\right\}
$$

For any word $\boldsymbol{e}=e_{1} \ldots e_{n} \in\{0,1\}^{n}$, let $\mathcal{A}_{\boldsymbol{e}}=\left\{B_{0}(0)\right\} \cup\left\{A_{e_{i}}(i) \mid 0<i \leq n\right\} \cup\{E(n)\}$. The answer to $\boldsymbol{q}_{3}=\left(\mathcal{O}_{3}, B_{0} \wedge E\right)$ over the ABox $\mathcal{A}_{\boldsymbol{e}}$ is yes iff the number of 1 s in $\boldsymbol{e}$ is even.
(iv) Let $\mathcal{O}_{4}=\left\{A \rightarrow \bigcirc_{F} B\right\}$ and $\boldsymbol{q}_{4}=\left(\mathcal{O}_{4}, B\right)$. Then, the answer to $\boldsymbol{q}_{4}$ over $\mathcal{A}=\{A(0)\}$ is yes; however, there are no certain answers to $\boldsymbol{q}_{4}(x)=\left(\mathcal{O}_{4}, B(x)\right)$ over $\mathcal{A}$.
(v) Let $\mathcal{O}_{5}=\left\{A \rightarrow B \vee \bigcirc_{F} B\right\}$. The certain answer to $\boldsymbol{q}_{5}=\left(\mathcal{O}_{5}, B\right)$ over $\mathcal{A}=\{A(0), C(1)\}$ is yes; however, there are no certain answers to $\boldsymbol{q}_{5}(x)$ over $\mathcal{A}$.

- Remark 3. As follows from [4, 28], if arbitrary LTL-formulas are used as axioms of an ontology $\mathcal{O}$, then one can construct an $L T L_{\text {bool }}^{\square \circ}$ ontology $\mathcal{O}^{\prime}$ that is a model conservative extension of $\mathcal{O}$. For example, let $\mathcal{O}^{\prime}$ be the result of replacing (1) in $\mathcal{O}$ from Example 1 by Malfunction $\wedge \square_{F} X \rightarrow \perp$ and $\top \rightarrow X \vee$ Fixed, for a fresh concept name $X$. Then the OMQ $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ is equivalent to $\boldsymbol{q}^{\prime}=\left(\mathcal{O}^{\prime}, \varkappa\right)$ in the sense that $\boldsymbol{q}$ and $\boldsymbol{q}^{\prime}$ have the same certain answers over any $\operatorname{sig}(\boldsymbol{q})$-ABox.

Let $\mathcal{L}$ be a class of FO-formulas that can be interpreted over finite linear orders. A Boolean OMQ $\boldsymbol{q}$ is $\mathcal{L}$-rewritable over $\Xi$-ABoxes if there is an $\mathcal{L}$-sentence $\boldsymbol{Q}$ such that, for any $\Xi$-ABox $\mathcal{A}$, the certain answer to $\boldsymbol{q}$ over $\mathcal{A}$ is yes iff $\mathfrak{S}_{\mathcal{A}} \models \boldsymbol{Q}$. Here, $\mathfrak{S}_{\mathcal{A}}$ is a structure with domain tem $(\mathcal{A})$ ordered by $<$, in which $\mathfrak{S}_{\mathcal{A}} \models A_{i}(\ell)$ iff $A_{i}(\ell) \in \mathcal{A}$. A specific OMQ $\boldsymbol{q}(x)$ is $\mathcal{L}$-rewritable over $\Xi$-ABoxes if there is an $\mathcal{L}$-formula $\boldsymbol{Q}(x)$ with one free variable $x$ such that, for any $\Xi$-ABox $\mathcal{A}, k$ is a certain answer to $\boldsymbol{q}(x)$ over $\mathcal{A}$ iff $\mathfrak{S}_{\mathcal{A}} \models \boldsymbol{Q}(k)$. The sentence $\boldsymbol{Q}$ and the formula $\boldsymbol{Q}(x)$ are called $\mathcal{L}$-rewritings of the OMQs $\boldsymbol{q}$ and $\boldsymbol{q}(x)$, respectively.

We require four languages $\mathcal{L}$ for rewriting $L T L$ OMQs, which are listed below in order of increasing expressive power:
$\mathrm{FO}(<)$ : (monadic) first-order formulas with the built-in predicate $<$ for order;
$\mathrm{FO}(<, \equiv)$ : $\mathrm{FO}(<)$-formulas with unary (numerical) predicates $x \equiv 0(\bmod N)$, for $N>1$;
$\mathrm{FO}(<, \mathrm{MOD})$ : $\mathrm{FO}(<)$-formulas with quantifiers $\exists^{N} x$, for $N>1$, that are defined by taking
$\mathfrak{S}_{\mathcal{A}} \models \exists^{N} x \psi(x)$ iff the cardinality of $\left\{n \in \operatorname{tem}(\mathcal{A}) \mid \mathfrak{S}_{\mathcal{A}} \models \psi(n)\right\}$ is divisible by $N$ (note
that $x \equiv 0(\bmod N)$ is definable as $\left.\exists^{N} y(y<x)\right)$;
$\mathrm{FO}(\mathrm{RPR}): \mathrm{FO}(<)$ with relational primitive recursion [23].
As well-known, $\mathrm{FO}(<, \equiv)$ is strictly more expressive than $\mathrm{FO}(<)$ and strictly less expressive than $\mathrm{FO}(<, \mathrm{MOD})$, which is illustrated by the examples below.

- Example 4. (i) An $\mathrm{FO}(<)$-rewriting of $\boldsymbol{q}_{1}(x)$ is

$$
\boldsymbol{Q}_{1}(x)=D(x) \wedge[C(x) \vee \exists y(A(y) \wedge \forall z((x<z \leq y) \rightarrow B(z)))]
$$

$\exists x \boldsymbol{Q}_{1}(x)$ is an $\mathrm{FO}(<)$-rewriting of $\boldsymbol{q}_{1}$.
(ii) An $\mathrm{FO}(<, \equiv)$-rewriting of $\boldsymbol{q}_{2}(x)$ is

$$
\left.\left.\left.\begin{array}{rl}
\boldsymbol{Q}_{2}(x)=C(x) \vee \exists x, y[(A(x) & \wedge A(y)
\end{array}\right) \operatorname{odd}(x, y)\right) \vee, ~(B(x) \wedge B(y) \wedge \operatorname{odd}(x, y)) \vee(A(x) \wedge B(y) \wedge \neg \operatorname{odd}(x, y))\right], ~ \$
$$

where $\operatorname{odd}(x, y)=(x \equiv 0(\bmod 2) \leftrightarrow y \not \equiv 0(\bmod 2))$ implies that $|x-y|$ is odd, and an $\mathrm{FO}(<, \equiv)$-rewriting of $\boldsymbol{q}_{2}$ is $\exists x \boldsymbol{Q}_{2}(x)$. Recall that odd is not expressible in $\mathrm{FO}(<)$ [39].
(iii) The OMQ $\boldsymbol{q}_{3}$ is not rewritable to an FO-formula with any numeric predicates as PARITY is not in $\mathrm{AC}^{0}$ [29]; the following sentence is an $\mathrm{FO}(<, \mathrm{MOD})$-rewriting of $\boldsymbol{q}_{3}$ :

$$
\begin{aligned}
\boldsymbol{Q}_{3}= & \exists x, y\left[E(x) \wedge(y \leq x) \wedge \forall z\left((y<z \leq x) \rightarrow A_{0}(z) \vee A_{1}(z)\right) \wedge\right. \\
& \left.\left(\left(B_{0}(y) \wedge \exists^{2} z\left((y<z \leq x) \wedge A_{1}(z)\right)\right) \vee\left(B_{1}(y) \wedge \neg \exists^{2} z\left((y<z \leq x) \wedge A_{1}(z)\right)\right)\right)\right]
\end{aligned}
$$

(iv) An $\mathrm{FO}(<)$-rewriting of $\boldsymbol{q}_{4}(x)$ is $B(x) \vee A(x-1)$; an $\mathrm{FO}(<)$-rewriting of $\boldsymbol{q}_{4}$ is $\boldsymbol{Q}_{4}=\exists x(A(x) \vee B(x))$.
$(v)$ The same $\boldsymbol{Q}_{4}$ is an $\mathrm{FO}(<)$-rewriting of $\boldsymbol{q}_{5}$, and $B(x)$ is an $\mathrm{FO}(<)$-rewriting of $\boldsymbol{q}_{5}(x)$.

It has been shown in [7] that all (Boolean and specific) LTL OMQs are FO(RPR)-rewritable and that specific OMPQs can be classified syntactically by their rewritability type as shown in Table 2. This means, for example, that all $L T L_{\text {core }}^{\square \bigcirc}$ OMPQs are $\mathrm{FO}(<, \equiv)$-rewritable, with some of them being not $\mathrm{FO}(<)$-rewritable. It is to be noted that $\mathrm{FO}(<, \mathrm{MOD})$-rewritable OMQs such as $\boldsymbol{q}_{3}$ in Example 2 are not captured by these syntactic classes.

| $c$ | $L T L_{\text {c }}^{\square}$ | $\begin{aligned} & \text { OMAQs } \\ & L T L_{\boldsymbol{c}}^{\circ} \text { and } L T L_{\boldsymbol{c}}^{\square \circ} \end{aligned}$ | $L T L_{c}^{\square}$ | $\begin{aligned} & \mathrm{OMPQs} \\ & L T L_{\boldsymbol{c}}^{\circ} \text { and } L T L_{\boldsymbol{c}}^{\square \bigcirc} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| bool | $\mathrm{FO}(<)$ | FO(RPR) | FO(RPR) | FO(RPR) |
| krom |  | $\mathrm{FO}(<, \equiv)$ |  |  |
| horn |  | $\mathrm{FO}(\mathrm{RPR})$ | $\mathrm{FO}(<)$ |  |
| core |  | $\mathrm{FO}(<, \equiv)$ |  | $\mathrm{FO}(<, \equiv)$ |

Table 2 Rewritability of specific $L T L$ OMQs.

In this paper, our aim is to understand how (complex it is) to decide the optimal type of FO-rewritability for a given $L T L$ OMQ $\boldsymbol{q}$ over $\Xi$-ABoxes. We begin by observing an intimate connection between $\mathcal{L}$-rewritability of OMQs and $\mathcal{L}$-definability of certain regular languages.

A language $\boldsymbol{L}$ over an alphabet $\Sigma$ is $\mathcal{L}$-definable if there is an $\mathcal{L}$-sentence $\varphi$ in the signature $\Sigma$, whose symbols are treated as unary predicates, such that, for any $w \in \Sigma^{*}$, we have $w=a_{0} \ldots a_{n} \in L$ iff $\mathfrak{S}_{w} \models \varphi$, where $\mathfrak{S}_{w}$ is a structure with domain $\{0, \ldots, n\}$, in which $\mathfrak{S}_{w} \models a(i)$ iff $a=a_{i}$, for $i \leq n$.

For any OMQ $\boldsymbol{q}$ and $\Xi \subseteq \operatorname{sig}(\boldsymbol{q})$, we regard $\Sigma_{\Xi}=2^{\Xi}$ as an alphabet. Any $\Xi$-ABox $\mathcal{A}$ can be given as a $\Sigma_{\Xi}$-word $w_{\mathcal{A}}=a_{0} \ldots a_{n}$ with $a_{i}=\{A \mid A(i) \in \mathcal{A}\}$. Conversely, any $\Sigma_{\Xi^{-}}$-word $w=a_{0} \ldots a_{n}$ gives the ABox $\mathcal{A}_{w}$ with $\operatorname{tem}\left(\mathcal{A}_{w}\right)=[0, n]$ and $A(i) \in \mathcal{A}_{w}$ iff $A \in a_{i}$. The word $\emptyset$ corresponds to $\mathcal{A}_{\emptyset}=\emptyset$ with tem $\left(\mathcal{A}_{\emptyset}\right)=[0,0]$.

The language $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$, for a Boolean $\boldsymbol{q}$, is defined to be the set of $\Sigma_{\Xi}$-words $w_{\mathcal{A}}$ such that the certain answer to $\boldsymbol{q}$ over $\mathcal{A}$ is yes. For a specific $\boldsymbol{q}(x)$, we take $\Gamma_{\Xi}=\Sigma_{\Xi} \cup \Sigma_{\Xi}^{\prime}$ with a disjoint copy $\Sigma_{\Xi}^{\prime}$ of $\Sigma_{\Xi}$ and represent a pair $(\mathcal{A}, i)$ with a $\Xi$-ABox $\mathcal{A}$ and $i \in \operatorname{tem}(\mathcal{A})$ as a $\Gamma_{\Xi}$-word $w_{\mathcal{A}, i}=a_{0} \ldots a_{i}^{\prime} \ldots a_{n}$, where $a_{i}^{\prime}=\{A \mid A(i) \in \mathcal{A}\} \in \Sigma_{\Xi}^{\prime}$ and $a_{j}=\{A \mid A(j) \in \mathcal{A}\} \in \Sigma_{\Xi}$, for $j \neq i$. The language $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ is the set of $\Gamma_{\Xi}$-words $w_{\mathcal{A}, i}$ such that $i$ is a certain answer to $\boldsymbol{q}(x)$ over $\mathcal{A}$. The following result is proved in a way similar to [58, Theorem 2.1].

- Proposition 5. Both $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ and $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ are regular languages.

Proof. Let $\operatorname{sub}_{\boldsymbol{q}}\left(\right.$ or sub $\left._{\mathcal{O}}\right)$ be the set of temporal concepts in $\boldsymbol{q}$ (respectively, $\mathcal{O}$ ) and their negations. A type for $\boldsymbol{q}$ (respectively, $\mathcal{O}$ ) is any maximal subset $\tau \subseteq \operatorname{sub}_{\boldsymbol{q}}$ (respectively, $\tau \subseteq \operatorname{sub}_{\mathcal{O}}$ ) consistent with $\mathcal{O}$. Let $\boldsymbol{T}$ be the set of all types for $\boldsymbol{q}$. Define an NFA $\mathfrak{A}$ over $\Sigma_{\Xi}$ whose language $\boldsymbol{L}(\mathfrak{A})$ is $\Sigma_{\Xi}^{*} \backslash \boldsymbol{L}_{\Xi}(\boldsymbol{q})$. Its states are $Q_{\neg \varkappa}=\{\tau \in \boldsymbol{T} \mid \neg \varkappa \in \tau\}$. The transition relation $\rightarrow_{a}$, for $a \in \Sigma_{\Xi}$, is defined by taking $\tau_{1} \rightarrow_{a} \tau_{2}$ if the following conditions hold:
(a) $a \subseteq \tau_{2}$,
(b) $\bigcirc_{F} C \in \tau_{1}$ iff $C \in \tau_{2}$,
(c) $\square_{F} C \in \tau_{1}$ iff $C \in \tau_{2}$ and $\square_{F} C \in \tau_{2}$,
(d) $\diamond_{F} C \in \tau_{1}$ iff $C \in \tau_{2}$ or $\diamond_{F} C \in \tau_{2}$,
and symmetrically for the corresponding past-time operators. The initial (accepting) states are those $\tau \in Q_{\neg \varkappa}$, for which $\tau \cup\left\{\square_{P} \neg \varkappa\right\}$ (respectively, $\tau \cup\left\{\square_{F} \neg \varkappa\right\}$ ) is consistent with $\mathcal{O}$. Then $w \in \boldsymbol{L}(\mathfrak{A})$ iff $\left(\mathcal{O}, \mathcal{A}_{w}\right) \not \vDash \exists x \varkappa(x)$, for any $w \in \Sigma_{\vec{ヨ}}^{*}$. Indeed, if $w \in \boldsymbol{L}(\mathfrak{A})$, we take an
accepting run $\tau_{0}, \ldots, \tau_{n}$ of $\mathfrak{A}$ on $w$, a model $\mathcal{I}^{-}$of $\mathcal{O}$ with $\mathcal{I}^{-}, k \models \tau_{0} \cup\left\{\square_{P} \neg \varkappa\right\}$, a model $\mathcal{I}^{+}$ of $\mathcal{O}$ with $\mathcal{I}^{+}, l \models \tau_{n} \cup\left\{\square_{F} \neg \varkappa\right\}$, for some $k, l \in \mathbb{Z}$, and construct a new interpretation $\mathcal{I}$ that has the types $\tau_{0}, \ldots, \tau_{n}$ in the interval $[0, n]$, before (after) which it has the same types as in $\mathcal{I}^{-}$in $(-\infty, k)$ (respectively, $\mathcal{I}^{+}$on $(l, \infty)$ ). One can readily check that $\mathcal{I}$ is a model of $\mathcal{O}$ and $\mathcal{A}_{w}$ such that $\varkappa^{\mathcal{I}}=\emptyset$, and so $\left(\mathcal{O}, \mathcal{A}_{w}\right) \not \vDash \exists x \varkappa(x)$. The opposite direction is obvious.

To show that $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ is regular, we observe first that the language $\boldsymbol{L}$ over $\Gamma_{\Xi}$ comprising words of the form $w_{\mathcal{A}, i}$, for all non-empty $\Xi$-Aboxes $\mathcal{A}$ and $i \in \operatorname{tem}(\mathcal{A})$, is regular. Thus, it suffices to define an NFA $\mathfrak{A}$ over $\Gamma_{\Xi}$ such that $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))=\boldsymbol{L} \backslash \boldsymbol{L}(\mathfrak{A})$. The set of states in $\mathfrak{A}$ is $\boldsymbol{T} \cup \boldsymbol{T}^{\prime}$ with a disjoint copy $\boldsymbol{T}^{\prime}$ of $\boldsymbol{T}$. The set of initial states is $\boldsymbol{T}$ and the set of accepting states is $\boldsymbol{T}^{\prime}$. The transition relation $\rightarrow_{a}$, for $a \in \Sigma_{\Xi}$, is defined by taking $\tau_{1} \rightarrow_{a} \tau_{2}$ if either $\tau_{1}, \tau_{2} \in \boldsymbol{T}$ or $\tau_{1}, \tau_{2} \in \boldsymbol{T}^{\prime}$ and conditions (a)-(d) are satisfied; for $a^{\prime} \in \Sigma_{\Xi}^{\prime}$, we set $\tau_{1} \rightarrow_{a^{\prime}} \tau_{2}$ if $\tau_{1} \in \boldsymbol{T}, \tau_{2} \in \boldsymbol{T}^{\prime}, \neg \varkappa \in \tau_{2}, a^{\prime} \subseteq \tau_{2}$, and (b)-(d) hold. It is easy to see that, for any $\Xi$-ABox $\mathcal{A}$ and $i \in \operatorname{tem}(\mathcal{A})$, there exists a model $\mathcal{I}$ of $\mathcal{O}$ and $\mathcal{A}$ with $i \notin \varkappa^{\mathcal{I}}$ iff $w_{\mathcal{A}, i} \in \boldsymbol{L}(\mathfrak{A})$.

Note that the number of states in the NFAs in the proof above is $\left.2^{O(|\boldsymbol{q}|)}\right)$ and that they can be constructed in exponential time in the size $|\boldsymbol{q}|$ of $\boldsymbol{q}$ as LTL-satisfiability is in PSpace.

In Section 5, we show that, in fact, the type of $\mathcal{L}$-rewritability of $\boldsymbol{q}$ coincides with the type of $\mathcal{L}$-definability of the regular languages $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ and $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$. But before that, we revisit the well-known problem of deciding $\mathcal{L}$-definability of regular languages.

## 3 Preliminaries: Monoids, Groups and Automata

In this section, we first briefly remind the reader of the basic algebraic and automata-theoretic notions required in the remainder of the paper, and then prove the criteria of $\mathcal{L}$-definability of regular languages we need to obtain our complexity results.

### 3.1 Semigroups, monoids, groups

A semigroup is a structure $\mathfrak{S}=(S, \cdot)$ where $\cdot$ is an associative binary operation. Given $s, s^{\prime} \in S$ and $n>0$, we write $s^{n}$ for $s \cdot \ldots \cdot s n$-times, and often write $s s^{\prime}$ for $s \cdot s^{\prime}$. An element $s$ in a semigroup $\mathfrak{S}$ is called idempotent if $s^{2}=s$. An element $e$ in a semigroup $\mathfrak{S}$ is called an identity element if $e \cdot x=x \cdot e=x$ for every $x \in S$. (It is easy to see that such an $e$, if exists, must be unique.) The identity element is clearly idempotent. A monoid is a semigroup that has an identity element. (We don't put it to the signature.) For any element $s$ in a monoid, we let $s^{0}=e$. A monoid $\mathfrak{S}=(S, \cdot)$ is called a group if for every $x \in S$ there is some $x^{-} \in S$ such that $x \cdot x^{-}=x^{-} \cdot x=e$ for the identity element $e$ of $\mathfrak{S}$. Then $x^{-}$is called the inverse of $x$. (It is easy to see that in a group every element has a unique inverse.) A group is called trivial if it has only one element, and nontrivial otherwise.

Given two groups $\mathfrak{G}=(G, \cdot)$ and $\mathfrak{G}^{\prime}=\left(G^{\prime}, \cdot^{\prime}\right)$, a map $h: G \rightarrow G^{\prime}$ is a group homomorphism from $\mathfrak{G}$ to $\mathfrak{G}^{\prime}$ if for all $g_{1}, g_{2} \in G, h\left(g_{1} \cdot g_{2}\right)=h\left(g_{1}\right) \cdot^{\prime} h\left(g_{2}\right)$. (It is easy to see that any group homomorphism maps the identity element of $\mathfrak{G}$ to the identity element of $\mathfrak{G}^{\prime}$ and preserves all inverses as well. Also, the set $\{h(g) \mid g \in G\}$ is closed under ${ }^{\prime}$ and so it is a group, called the image of $\mathfrak{G}$ under $h$.) $\mathfrak{G}$ is a subgroup of $\mathfrak{G}^{\prime}$ if $G \subseteq G^{\prime}$ and the identity map $\mathrm{id}_{G}$ is a group homomorphism. Given $X \subseteq G$, the subgroup of $\mathfrak{G}$ generated by $X$ is the smallest subgroup of $\mathfrak{G}$ containing all elements from $X$. If $\mathfrak{G}$ is finite then every element of the subgroup generated by $X$ can be expressed as a combination (under $\cdot$ ) of elements of $X$.

Given a finite group $\mathfrak{G}$ with identity element $e$, the order $o_{\mathfrak{G}}(g)$ of an element $g$ in $\mathfrak{G}$ is the smallest positive number $n$ such that $g^{n}=e$. It is easy to see that $o_{\mathfrak{G}}(g)$ exists, and for
any $k$, if $g^{k}=e$ then $o_{\mathfrak{G}}(g)$ divides $k$. Also, $o_{\mathfrak{G}}(g)=o_{\mathfrak{G}}\left(g^{-}\right)$holds for every $g$. Also
if $g$ is a nonidentity element in a group $\mathfrak{G}$, then $g^{k} \neq g^{k+1}$ for any $k$.
Given two semigroups $\mathfrak{S}=(S, \cdot), \mathfrak{S}^{\prime}=\left(S^{\prime}, .^{\prime}\right)$, we say that $\mathfrak{S}^{\prime}$ is a subsemigroup of $\mathfrak{S}$ if $S^{\prime} \subseteq S$ and $\cdot^{\prime}$ is the restriction of $\cdot$ to $S^{\prime}$. Given a monoid $\boldsymbol{M}=(M, \cdot)$ and a set $S \subseteq M$, we say that $S$ contains the group $\mathfrak{G}=\left(G, r^{\prime}\right)$, if $G \subseteq S$ and $\mathfrak{G}$ is a subsemigroup of $\boldsymbol{M}$. (We do not require that the identity element of $\boldsymbol{M}$ is in $\mathfrak{G}$, even if it is in $S$.) If $S=M$ then we also say that $\boldsymbol{M}$ contains the group $\mathfrak{G}$, or $\mathfrak{G}$ is in $\boldsymbol{M}$. We call a monoid $\boldsymbol{M}$ aperiodic if it does not contain any nontrivial groups.

Suppose $\mathfrak{S}=(S, \cdot)$ is a finite semigroup, and take any $s \in S$. Then, by the pigeonhole principle, there exist $i, j \geq 1$ such that $i+j \leq|S|+1$ and $s^{i}=s^{i+j}$. Take the minimal such numbers, that is, let $i_{s}, j_{s} \geq 1$ be such that $i_{s}+j_{s} \leq|S|+1$ and $s^{i_{s}}=s^{i_{s}+j_{s}}$ but $s^{i_{s}}, s^{i_{s}+1}, \ldots, s^{i_{s}+j_{s}-1}$ are all different. Then clearly $\mathfrak{G}_{s}=\left(G_{s}, \cdot\right)$, where $G_{s}=\left\{s^{i_{s}}, s^{i_{s}+1}, \ldots, s^{i_{s}+j_{s}-1}\right\}$, is a subsemigroup of $\mathfrak{S}$. It is easy to see that there is some $m \geq 1$ such that $i_{s} \leq m \cdot j_{s}<i_{s}+j_{s} \leq|S|+1$, and so $s^{m \cdot j_{s}}$ is idempotent. Thus, for every element $s$ in a semigroup $\mathfrak{S}$, we have the following:
there is $n \geq 1$ such that $s^{n}$ is idempotent;
$\mathfrak{G}_{s}$ is a group in $\mathfrak{S}$ (isomorphic to the cyclic group $\mathbb{Z}_{j_{s}}$ );
$\mathfrak{G}_{s}$ is nontrivial iff $s^{n} \neq s^{n+1}$ for any $n$.
One can apply these to a particular setting. Let $\delta$ be a $Q \rightarrow Q$ function for some nonempty finite set $Q$. For any $p \in Q$, the subset $\left\{\delta^{k}(p) \mid k<\omega\right\}$ with the obvious multiplication is a finite semigroup, and so we have:

For every $p \in Q$ there is $n_{p} \geq 1$ such that $\delta^{n_{p}}\left(\delta^{n_{p}}(p)\right)=\delta^{n_{p}}(p)$.
There exist $q \in Q$ and $n \geq 1$ such that $q=\delta^{n}(q)$.
For every $q \in Q$, if $q=\delta^{k}(q)$ for some $k \geq 1$,

$$
\begin{equation*}
\text { then there is } 1 \leq n \leq|Q| \text { with } q=\delta^{n}(q) \tag{12}
\end{equation*}
$$

We will also consider solvable groups and not solvable (unsolvable) groups, see [46] for a definition. We will only use the following facts about them:

- Any homomorphic image of a solvable group is solvable.
- The criterion of Kaplan and Levy [36] (generalising Thompson's [52, Cor.3]): A finite group $\mathfrak{G}$ is unsolvable iff it contains three elements $a, b, c$, such that $o_{\mathfrak{G}}(a)=2, o_{\mathfrak{G}}(b)$ is an odd prime, $o_{\mathfrak{G}}(c)>1$ and coprime to both 2 and $o_{\mathfrak{G}}(b)$, and $a b c$ is the identity element of $\mathfrak{G}$.

A one-to-one and onto function on a finite set $S$ is called a permutation on $S$. The order of a permutation $\delta$ is its order in the group of all permutations on $S$ (whose operation is composition, and its identity element is the identity permutation $\mathrm{id}_{S}$ ). We will use the usual cycle notation for permutations.

Now suppose that $\mathfrak{G}$ is a monoid of $Q \rightarrow Q$ functions for some nonempty finite set $Q$. Let $S=\left\{q \in Q \mid e_{\mathfrak{G}}(q)=q\right\}$, where $e_{\mathfrak{G}}$ the identity element in $\mathfrak{G}$. For every function $\delta$ in $\mathfrak{G}$, let $\delta \upharpoonright_{S}$ denote the restriction of $\delta$ to $S$. Then we have the following:
$\mathfrak{G}$ is a group iff $\delta \upharpoonright_{S}$ is a permutation on $S$, for every $\delta$ in $\mathfrak{G}$.
If $\mathfrak{G}$ is a group and $\delta$ is a nonindentity element in it, then $\delta \upharpoonright_{S} \neq \mathrm{id}_{S}$, and the order of the permutation $\delta \upharpoonright_{S}$ divides $o_{\mathfrak{G}}(\delta)$.

### 3.2 Automata: DFAs, NFAs, 2NFAs

A two-way nondeterministic finite automaton is a quintuple $\mathfrak{A}=\left(Q, \Sigma, \delta, Q_{0}, F\right)$ that consists of an alphabet $\Sigma$, a finite set of states $Q$ with a subset $Q_{0} \neq \emptyset$ of initial states and a subset $F$ of accepting states, and a transition function $\delta: Q \times \Sigma \rightarrow 2^{Q \times\{-1,0,1\}}$ indicating the next state and whether the head should move left $(-1)$, right (1), or stay put (0). If $Q_{0}=\left\{q_{0}\right\}$ and $|\delta(q, a)|=1$, for all $q \in Q$ and $a \in \Sigma$, then $\mathfrak{A}$ is deterministic, in which case we write $\mathfrak{A}=\left(Q, \Sigma, \delta, q_{0}, F\right)$. If $\delta(q, a) \subseteq Q \times\{1\}$, for all $q \in Q$ and $a \in \Sigma$, then $\mathfrak{A}$ is a one-way automaton, and we write $\delta: Q \times \Sigma \rightarrow 2^{Q}$. As usual, DFA and NFA refer to one-way deterministic and non-deterministic finite automata, respectively, while 2DFA and 2NFA to the corresponding two-way automata. Given a 2NFA $\mathfrak{A}$, we write $q \rightarrow_{a, d} q^{\prime}$ if $\left(q^{\prime}, d\right) \in \delta(q, a)$; given an NFA $\mathfrak{A}$, we write $q \rightarrow_{a} q^{\prime}$ if $q^{\prime} \in \delta(q, a)$. A run of a 2NFA $\mathfrak{A}$ is a word in $(Q \times \mathbb{N})^{*}$. A run $\left(q_{0}, i_{0}\right), \ldots,\left(q_{m}, i_{m}\right)$ is a run of $\mathfrak{A}$ on a word $w=a_{0} \ldots a_{n} \in \Sigma^{*}$ if $q_{0} \in Q_{0}, i_{0}=0$ and there exist $d_{0}, \ldots, d_{m-1} \in\{-1,0,1\}$ such that $q_{j} \rightarrow_{a_{j}, d_{j}} q_{j+1}$ and $i_{j+1}=i_{j}+d_{j}$ for all $j, 0 \leq j<m$. The run is accepting if $q_{m} \in F, i_{m}=n+1 . \mathfrak{A}$ accepts $w \in \Sigma^{*}$ if there is an accepting run of $\mathfrak{A}$ on $w$; the language $\boldsymbol{L}(\mathfrak{A})$ of $\mathfrak{A}$ is the set of all words accepted by $\mathfrak{A}$.

Given an NFA $\mathfrak{A}$, states $q, q^{\prime} \in Q$, and $w=a_{0} \ldots a_{n} \in \Sigma^{*}$, we write $q \rightarrow_{w} q^{\prime}$ if either $w=\varepsilon$ and $q^{\prime}=q$ or there is a run of $\mathfrak{A}$ on $w$ that starts with $\left(q_{0}, 0\right)$ and ends with $\left(q^{\prime}, n+1\right)$. We say that a state $q \in Q$ is reachable if $q^{\prime} \rightarrow_{w} q$, for some $q^{\prime} \in Q_{0}$ and $w \in \Sigma^{*}$.

Given a DFA $\mathfrak{A}=\left(Q, \Sigma, \delta, q_{0}, F\right)$, for any word $w \in \Sigma^{*}$, we define a function $\delta_{w}: Q \rightarrow Q$ by taking $\delta_{w}(q)=q^{\prime}$ iff $q \rightarrow_{w} q^{\prime}$. We define an equivalence relation $\sim$ on the set $Q^{r} \subseteq Q$ of reachable states by taking $q \sim q^{\prime}$ iff for every $w \in \Sigma^{*}$ we have $\delta_{w}(q) \in F$ iff $\delta_{w}\left(q^{\prime}\right) \in F$. We denote the $\sim$-class of $q$ by $q / \sim$, and let $X / \sim=\{q / \sim \mid q \in X\}$ for any $X \subseteq Q^{r}$. Define $\tilde{\delta}_{w}: Q^{r} / \sim \rightarrow Q^{r} / \sim$ by taking $\tilde{\delta}_{w}(q / \sim)=\delta_{w}(q) / \sim$. Then $\left(Q^{r} / \sim, \Sigma, \tilde{\delta}, q_{0} / \sim,\left(F \cap Q^{r}\right) / \sim\right)$ is the minimal DFA whose language coincides with the language of $\mathfrak{A}$. Given a regular language $\boldsymbol{L}$, we denote by $\mathfrak{A}_{\boldsymbol{L}}$ the minimal DFA whose language is $\boldsymbol{L}$.

The transition monoid of a DFA $\mathfrak{A}$ takes the form $M(\mathfrak{A})=\left(\left\{\delta_{w} \mid w \in \Sigma^{*}\right\}, \cdot\right)$, where $\cdot$ is the composition $\circ$ of functions, that is, $\delta_{v} \cdot \delta_{w}=\delta_{w} \circ \delta_{v}=\delta_{v w}$, for any $v, w$. The syntactic monoid $M(\boldsymbol{L})$ of $\boldsymbol{L}$ is the transition monoid $M\left(\mathfrak{A}_{\boldsymbol{L}}\right)$ of $\mathfrak{A}_{\boldsymbol{L}}$. The map $\eta_{\boldsymbol{L}}$ from $\Sigma^{*}$ to the domain of $M(\boldsymbol{L})$ defined by taking $\eta_{\boldsymbol{L}}(w)=\tilde{\delta}_{w}$ is called the syntactic morphism of $\boldsymbol{L}$. Given a set $W \subseteq \Sigma^{*}$, we set $\eta_{\boldsymbol{L}}(W)=\left\{\eta_{\boldsymbol{L}}(w) \mid w \in W\right\}$. We call $\eta_{\boldsymbol{L}}$ quasi-aperiodic if $\eta_{L}\left(\Sigma^{t}\right)$ is aperiodic for every $t<\omega$.

A language $\boldsymbol{L}$ over $\Sigma$ is $\mathcal{L}$-definable if there is an $\mathcal{L}$-sentence $\varphi$ in the signature $\Sigma$, whose symbols are treated as unary predicates, such that, for any $w \in \Sigma^{*}$, we have $w=a_{0} \ldots a_{n} \in \boldsymbol{L}$ iff $\mathfrak{S}_{w} \models \varphi$, where $\mathfrak{S}_{w}$ is an FO-structure with domain $\{0, \ldots, n\}$ ordered by $<$, in which $\mathfrak{S}_{w} \models a(i)$ iff $a=a_{i}$, for $0 \leq i \leq n$.

Table 3 summarises the known results that connect definability of a regular language $\boldsymbol{L}$ with properties of the syntactic monoid $M(\boldsymbol{L})$ and syntactic morphism $\eta_{\boldsymbol{L}}$ (see [10] for details) and with its circuit complexity under a reasonable binary encoding of $\boldsymbol{L}$ 's alphabet (see, e.g., [14, Lemma 2.1]) and the assumption that $A C C^{0} \neq \mathrm{NC}^{1}$. We also remind the reader that a regular language is $\mathrm{FO}(<)$-definable iff it is star-free (see [51] and references therein) and that $\mathrm{AC}^{0} \varsubsetneqq \mathrm{ACC}^{0} \subseteq \mathrm{NC}^{1}$ (see, e.g., $[34,51]$ ).

From now on, we assume that $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$.
We conclude the preliminaries by proving algebraic criteria of $\mathcal{L}$-definability of regular languages that are used in what follows.

| definability of $\boldsymbol{L}$ | algebraic characterisation of $\boldsymbol{L}$ | circuit complexity |
| :---: | :---: | :---: |
| $\mathrm{FO}(<)$ | $M(\boldsymbol{L})$ is aperiodic | in $\mathrm{AC}^{0}$ |
| $\mathrm{FO}(<, \equiv)$ | $\eta_{\boldsymbol{L}}$ is quasi-aperiodic |  |
| $\mathrm{FO}(<, \mathrm{MOD})$ | all groups in $M(\boldsymbol{L})$ are solvable | in $\mathrm{ACC}^{0}$ |
| $\mathrm{FO}(\mathrm{RPR})$ | arbitrary $M(\boldsymbol{L})$ | in $\mathrm{NC}^{1}$ |
| not in $\mathrm{FO}(<, \mathrm{MOD})$ | $M(\boldsymbol{L})$ contains an unsolvable group | $\mathrm{NC}^{1}$-hard |

Table 3 Definability, algebraic characterisations, and circuit complexity of regular languages.

### 3.3 Criteria of $\mathcal{L}$-definability

Our aim now is to prove Theorem 6 below. Note that the equivalence ( $i$ ), which follows from [47], was used to show that deciding $\mathrm{FO}(<)$-definability is in PSpace [49]. Criteria (ii) and (iii) appear to be new.

- Theorem 6. For any DFA $\mathfrak{A}=\left(Q, \Sigma, \delta, q_{0}, F\right)$, the following criteria hold:
(i) $[47,49] \boldsymbol{L}(\mathfrak{A})$ is not $\mathrm{FO}(<)$-definable iff $\mathfrak{A}$ contains a nontrivial cycle, that is, there exist a word $u \in \Sigma^{*}$, a state $q \in Q^{r}$, and a number $k \leq|Q|$ such that $q \nsim \delta_{u}(q)$ and $q=\delta_{u^{k}}(q)$; (ii) $\boldsymbol{L}(\mathfrak{A})$ is not $\mathrm{FO}(<, \equiv)$-definable iff there exist words $u, v \in \Sigma^{*}$, a state $q \in Q^{r}$, and a number $k \leq|Q|$ such that $q \nsim \delta_{u}(q), q=\delta_{u^{k}}(q),|v|=|u|$, and $\delta_{u^{i}}(q)=\delta_{u^{i} v}(q)$, for every $i<k$;
(iii) $\boldsymbol{L}(\mathfrak{A})$ is not $\mathrm{FO}(<, \mathrm{MOD})$-definable iff there exist words $u, v \in \Sigma^{*}$, a state $q \in Q^{r}$ and numbers $k, l \leq|Q|$ such that $k$ is an odd prime, $l>1$ and coprime to both 2 and $k$, $q \nsim \delta_{u}(q), q \nsim \delta_{v}(q), q \nsim \delta_{u v}(q)$, and $\delta_{x}(q) \sim \delta_{x u^{2}}(q) \sim \delta_{x v^{k}}(q) \sim \delta_{x(u v)^{\iota}}(q)$, for all $x \in\{u, v\}^{*}$.

Proof. Throughout, we consider the minimal DFA $\mathfrak{A}_{L(\mathfrak{A})}$, with transition function $\tilde{\delta}$.
$(i)(\Rightarrow)$ : Suppose that $\mathfrak{G}$ is a nontrivial group in $M\left(\mathfrak{A}_{L(\mathfrak{A})}\right)$. Let $u \in \Sigma^{*}$ be such that $\tilde{\delta}_{u}$ is a nonidentity element in $\mathfrak{G}$. We claim that there is $p \in Q^{r}$ such that $\tilde{\delta}_{u^{n}}(p / \sim) \neq \tilde{\delta}_{u^{n+1}}(p / \sim)$ for any $n>0$. Indeed, otherwise for every $p \in Q^{r}$ there is $n_{p}>0$ with $\tilde{\delta}_{u^{n_{p}}}(p / \sim)=\tilde{\delta}_{u^{n_{p}+1}}(p / \sim)$. Let $n=\max \left\{n_{p} \mid p \in Q^{r}\right\}$. Then $\tilde{\delta}_{u^{n}}=\tilde{\delta}_{u^{n+1}}$, contradicting (6).

By (10), there is $m \geq 1$ with $\tilde{\delta}_{u^{2 m}}(p / \sim)=\tilde{\delta}_{u^{m}}(p / \sim)$. Let $s / \sim=\tilde{\delta}_{u^{m}}(p / \sim)$. Then $s / \sim=\tilde{\delta}_{u^{m}}(s / \sim)$, and so the restriction of $\delta_{u^{m}}$ to the subset $s / \sim$ of $Q^{r}$ is an $s / \sim \rightarrow s / \sim$ function. By (11), there exist $q \in s / \sim$ and $n \geq 1$ such that $\left(\delta_{u^{m}}\right)^{n}(q)=q$. Thus, $\delta_{u^{m n}}(q)=q$, and so by (12), there is $k \leq|Q|$ with $\delta_{u^{k}}(q)=q$. As $s / \sim \neq \tilde{\delta}_{u}(s / \sim)$, we also have $q \nsim \delta_{u}(q)$, as required.
$(i)(\Leftarrow)$ : Suppose the condition holds for $\mathfrak{A}$. Then there exists $u \in \Sigma^{*}, q \in Q^{r} / \sim$, and $k<\omega$ are such that $q \neq \tilde{\delta}_{u}(q)$ and $q=\tilde{\delta}_{u^{k}}(q)$. Then $\tilde{\delta}_{u^{n}} \neq \tilde{\delta}_{u^{n+1}}$ for any $n>0$. Indeed, otherwise we have some $n>0$ with $\tilde{\delta}_{u^{n}}(q)=\tilde{\delta}_{u^{n+1}}(q)$. Let $i, j$ be such that $n=i \cdot k+j$ and $j<k$. Then

$$
q=\tilde{\delta}_{u^{k}}(q)=\tilde{\delta}_{u^{(i+1) k}}(q)=\tilde{\delta}_{u^{n} u^{k-j}}(q)=\tilde{\delta}_{u^{n+1} u^{k-j}}(q)=\tilde{\delta}_{u^{(i+1) k} u}(q)=\tilde{\delta}_{u}(q)
$$

So by (8) and (9), the group $\mathfrak{G}_{\tilde{\delta}_{u}}$ is a nontrivial group in $M(\boldsymbol{L})$.
$(i i)(\Rightarrow)$ : Suppose that $\mathfrak{G}$ is a nontrivial group in $\eta_{\boldsymbol{L}}\left(\Sigma^{t}\right)$ for some $t<\omega$. Let $u \in \Sigma^{t}$ be such that $\tilde{\delta}_{u}$ is a nonidentity element in $\mathfrak{G}$. As is shown in the proof of the $\Rightarrow$ direction of $(i)$, there exist $s \in Q^{r}$ and $m \geq 1$ such that $s / \sim \neq \tilde{\delta}_{u}(s / \sim)$ and $s / \sim=\tilde{\delta}_{u^{m}}(s / \sim)$. Now let $v \in \Sigma^{t}$ be such that $\tilde{\delta}_{v}$ is the identity element in $\mathfrak{G}$, and consider $\delta_{v}$. By (7), there is $\ell \geq 1$ such that $\delta_{v^{\ell}}$ is idempotent. Then $\delta_{v^{2 \ell-1} v^{2 \ell}}=\delta_{v^{2 \ell-1}}$. Thus, if we let $\bar{u}=u v^{2 \ell-1}$ and
$\bar{v}=v^{2 \ell}$, then $|\bar{u}|=|\bar{v}|$ and $\delta_{\bar{u}^{i}}=\delta_{\bar{u}^{i} \bar{v}}$ for any $i<\omega$. Also, $\tilde{\delta}_{u^{i}}=\tilde{\delta}_{\bar{u}^{i}}$ for every $i \geq 1$, and so the restriction of $\delta_{\bar{u}^{m}}$ to $s / \sim$ is an $s / \sim \rightarrow s / \sim$ function. By (11), there exist $q \in s / \sim$ and $n \geq 1$ such that $\left(\delta_{\bar{u}^{m}}\right)^{n}(q)=q$. Thus, $\delta_{\bar{u}^{m n}}(q)=q$, and so by (12), there is some $k \leq|Q|$ with $\delta_{\bar{u}^{k}}(q)=q$. As $s / \sim \neq \tilde{\delta}_{u}(s / \sim)=\tilde{\delta}_{\bar{u}}(s / \sim)$, we also have $q \nsim \delta_{\bar{u}}(q)$, as required.
$(i i)(\Leftarrow)$ : Suppose the condition holds for $\mathfrak{A}$. Then there exist $u, v \in \Sigma^{*}, q \in Q^{r} / \sim$, and $k<\omega$ are such that $q \neq \tilde{\delta}_{u}(q), q=\tilde{\delta}_{u^{k}}(q),|v|=|u|$, and $\tilde{\delta}_{u^{i}}(q)=\tilde{\delta}_{u^{i} v}(q)$, for every $i<k$. As $M\left(\mathfrak{A}_{L(\mathfrak{A l}}\right)$ is finite, it has finitely many subsets. So there exists $i, j \geq 1$ such that $\eta_{\boldsymbol{L}}\left(\Sigma^{i|u|}\right)=\eta_{\boldsymbol{L}}\left(\Sigma^{(i+j)|u|}\right)$. Let $z$ be a multiple of $j$ with $i \leq z<i+j$. Then $\eta_{\boldsymbol{L}}\left(\Sigma^{z|u|}\right)=\eta_{\boldsymbol{L}}\left(\Sigma^{(z|u|)^{2}}\right)$, and so $\eta_{\boldsymbol{L}}\left(\Sigma^{z|u|}\right)$ is closed under the composition of functions (that is, the semigroup operation of $\left.M\left(\mathfrak{A}_{\boldsymbol{L}(\mathfrak{A})}\right)\right)$. Let $w=u v^{z-1}$ and consider the group $\mathfrak{G}_{\tilde{\delta}_{w}}$ (defined above (7)-(9)). Then $G_{\tilde{\delta}_{w}} \subseteq \eta_{\boldsymbol{L}}\left(\Sigma^{z|u|}\right)$. We claim that $\mathfrak{G}_{\tilde{\delta}_{w}}$ is nontrivial. Indeed, on the one hand, $\tilde{\delta}_{w}(q)=\tilde{\delta}_{u v^{z-1}}(q) \stackrel{w}{=} \tilde{\delta}_{u}(q) \neq q$. On the other hand, $\tilde{\delta}_{w^{k}}(q)=\tilde{\delta}_{u^{k}}(q)=q$. As is shown in the proof of the $\Leftarrow$ direction of $(i), \mathfrak{G}_{\tilde{\delta}_{w}}$ is nontrivial.
$(i i i)(\Rightarrow)$ : Suppose $\mathfrak{G}$ is an unsolvable group in $M\left(\mathfrak{A}_{L(\mathfrak{A l}}\right)$. By the Kaplan-Levy criterion, $\mathfrak{G}$ contains three functions $a, b, c$, such that $o_{\mathfrak{G}}(a)=2, o_{\mathfrak{G}}(b)$ is an odd prime, $o_{\mathfrak{G}}(c)>1$ and coprime to both 2 and $o_{\mathfrak{G}}(b)$, and $c \circ b \circ a=e_{\mathfrak{G}}$ for the identity element $e_{\mathfrak{G}}$ of $\mathfrak{G}$. Let $u, v \in \Sigma^{*}$ be such that $a=\tilde{\delta}_{u}, b=\tilde{\delta}_{v}$ and $c=\left(\tilde{\delta}_{u v}\right)^{-}$, and let $k=o_{\mathfrak{G}}\left(\tilde{\delta}_{v}\right)$ and $r=o_{\mathfrak{G}}(c)=o_{\mathfrak{G}}\left(\tilde{\delta}_{u v}\right)$. Then $r>1$ and coprime to both 2 and $k$. Let $S=\left\{p \in Q^{r} / \sim \mid e_{\mathfrak{G}}(p)=p\right\}$. As $\tilde{\delta}_{x}$ is $\mathfrak{G}$ for every $x \in\{u, v\}^{*}$, we have $e_{\mathfrak{G}} \circ \tilde{\delta}_{x}=\tilde{\delta}_{x}$. Thus,

$$
\begin{aligned}
& \left.\tilde{\delta}_{x u^{2}}(q)=\tilde{\delta}_{u^{2}} \tilde{\delta}_{x}(q)\right)=e_{\mathfrak{G}}\left(\tilde{\delta}_{x}(q)\right)=\left(e_{\mathfrak{G}} \circ \tilde{\delta}_{x}\right)(q)=\tilde{\delta}_{x}(q), \quad \text { and } \\
& \tilde{\delta}_{x v^{k}}(q)=\tilde{\delta}_{v^{k}}\left(\tilde{\delta}_{x}(q)\right)=e_{\mathfrak{G}}\left(\tilde{\delta}_{x}(q)\right)=\left(e_{\mathfrak{G}} \circ \tilde{\delta}_{x}\right)(q)=\tilde{\delta}_{x}(q), \quad \text { for every } q \in S .
\end{aligned}
$$

Then by (13), each of $\tilde{\delta}_{u} \upharpoonright_{S}, \tilde{\delta}_{v} \upharpoonright_{S}$ and $\tilde{\delta}_{u v} \upharpoonright_{S}$ is a permutation on $S$. By (14), the order of $\tilde{\delta}_{u} \upharpoonright_{S}$ is 2 , the order of $\tilde{\delta}_{v} \upharpoonright_{S}$ is $k$, and the order $l$ of $\tilde{\delta}_{u v} \upharpoonright_{S}$ is a $>1$ divisor of $r$, and so it is coprime to both 2 and $k$. Also, we have $k, l \leq|S| \leq|Q|$. Further, for every $x$, if $q$ is in $S$ then $\tilde{\delta}_{x}(q) \in S$ as well. So we have
$\tilde{\delta}_{x(u v)^{l}}(q)=\tilde{\delta}_{(u v)^{l}}\left(\tilde{\delta}_{x}(q)\right)=\left(\tilde{\delta}_{u v} \upharpoonright_{S}\right)^{l}\left(\tilde{\delta}_{x}(q)\right)=\operatorname{id}_{S}\left(\tilde{\delta}_{x}(q)\right)=\tilde{\delta}_{x}(q), \quad$ for every $q \in S$.
It remains to show that there is some $q \in S$ such that $q \neq \tilde{\delta}_{u}(q), q \neq \tilde{\delta}_{u}(q)$, and $q \neq \tilde{\delta}_{u v}(q)$. We will use that the length of any cycle in a permutation divides the order of the permutation. First, we show there is $q \in S$ with $q \neq \tilde{\delta}_{u}(q)$ and $q \neq \tilde{\delta}_{u}(q)$. Indeed, as $\tilde{\delta}_{u} \upharpoonright_{S} \neq$ id $_{S}$, there is $q \in S$ such that $\tilde{\delta}_{u}(q)=q^{\prime} \neq q$. As the order of $\tilde{\delta}_{u} \upharpoonright_{S}$ is $2, \tilde{\delta}_{u}\left(q^{\prime}\right)=q$. If both $\tilde{\delta}_{v}(q)=q$ and $\tilde{\delta}_{v}\left(q^{\prime}\right)=q^{\prime}$ were the case, then $\tilde{\delta}_{u v}(q)=q^{\prime}$ and $\tilde{\delta}_{u v}\left(q^{\prime}\right)=q$ would hold, and so ( $\left.q q^{\prime}\right)$ would be a cycle in $\tilde{\delta}_{u v} \upharpoonright_{S}$, contradicting that $l$ is coprime to 2 . So take some $q \in S$ such that $\tilde{\delta}_{u}(q)=q^{\prime} \neq q$ and $\tilde{\delta}_{v}(q) \neq q$. If $\tilde{\delta}_{v}\left(q^{\prime}\right) \neq q$ then $\tilde{\delta}_{u v}(q) \neq q$, and so $q$ is a good choice. So suppose that $\tilde{\delta}_{v}\left(q^{\prime}\right)=q$, and let $q^{\prime \prime}=\tilde{\delta}_{v}(q)$. Then $q^{\prime \prime} \neq q^{\prime}$, as $k$ is odd. Thus, $\tilde{\delta}_{u v}\left(q^{\prime}\right) \neq q^{\prime}$, and so $q^{\prime}$ is a good choice.
$(i i i)(\Leftarrow)$ : Suppose $u, v \in \Sigma^{*}, q \in Q^{r}$, and $k, l<\omega$ are satisfying the conditions. For every $x \in\{u, v\}^{*}$, we define an equivalence relation $\approx_{x}$ on $Q^{r} / \sim$ by taking $p \approx_{x} p^{\prime}$ iff $\tilde{\delta}_{x}(p)=\tilde{\delta}_{x}\left(p^{\prime}\right)$. Then we clearly have that $\approx_{x} \subseteq \approx_{x y}$, for all $x, y \in\{u, v\}^{*}$. As $Q$ is finite, there is $z \in\{u, v\}^{*}$ such that $\approx_{z}=\approx_{z y}$ for all $y \in\{u, v\}^{*}$. Take such a $z$. By (7), $\tilde{\delta}_{z}^{n}$ is idempotent for some $n \geq 1$. We let $w=z^{n}$. Then $\tilde{\delta}_{w}$ is idempotent and we also have that

$$
\begin{equation*}
\approx_{w}=\approx_{w y} \quad \text { for all } y \in\{u, v\}^{*} \tag{15}
\end{equation*}
$$

Now let $G_{\{u, v\}}=\left\{\tilde{\delta}_{w x w} \mid x \in\{u, v\}^{*}\right\}$. Then $G_{\{u, v\}}$ is closed under composition. Let $\mathfrak{G}_{\{u, v\}}$ be the subsemigroup of $M\left(\mathfrak{A}_{L(\mathfrak{A})}\right)$ with universe $G_{\{u, v\}}$. Then $\tilde{\delta}_{w}=\tilde{\delta}_{w \varepsilon w}$ is an identity
element in $\mathfrak{G}_{\{u, v\}}$. Let $S=\left\{p \in Q^{r} / \sim \mid \tilde{\delta}_{w}(p)=p\right\}$. We show that
for every $\tilde{\delta}$ in $\mathfrak{G}_{\{u, v\}},\left.\tilde{\delta}\right|_{S}$ is a permutation on $S$,
and so $\mathfrak{G}_{\{u, v\}}$ is a group by (13). Indeed, take some $x \in\{u, v\}^{*}$. As $\tilde{\delta}_{w}\left(\tilde{\delta}_{w x w}(p)\right)=$ $\tilde{\delta}_{w x w w}(p)=\tilde{\delta}_{w x w}(p)$ for any $p \in Q^{r} / \sim, \tilde{\delta}_{w x w} \upharpoonright_{S}$ is an $S \rightarrow S$ function. Also, if $p, p^{\prime} \in S$ and $\tilde{\delta}_{w x w}(p)=\tilde{\delta}_{w x w}\left(p^{\prime}\right)$ then $p \approx_{w x w} p^{\prime}$. Thus, by (15), $p \approx_{w} p^{\prime}$, that is, $p=\tilde{\delta}_{w}(p)=\tilde{\delta}_{w}\left(p^{\prime}\right)=p^{\prime}$, proving (16).

We show that the group $\mathfrak{G}_{\{u, v\}}$ is unsolvable by finding an unsolvable homomorphic image of it. To this end, let $R=\left\{p \in Q^{r} / \sim \mid p=\tilde{\delta}_{x}(q)\right.$ for some $\left.x \in\{u, v\}^{*}\right\}$. We claim that for every $\tilde{\delta}$ in $\mathfrak{G}_{\{u, v\}}, \tilde{\delta} \upharpoonright_{R}$ is a permutation on $R$, and so the function $h$ mapping every $\tilde{\delta}$ to $\tilde{\delta} \upharpoonright_{R}$ is a group homomorphism from $\mathfrak{G}_{\{u, v\}}$ to the group of all permutations on $R$. Indeed, by (16), it is enough to show that $R \subseteq S$. To this end, we let $\bar{w}=\bar{z}_{m} \ldots \bar{z}_{1}$, where $w=z_{1} \ldots z_{m}$ for some $z_{i} \in\{u, v\}, \bar{u}=u$ and $\bar{v}=v^{k-1}$. By using that $\tilde{\delta}_{x}(q)=\tilde{\delta}_{x(u)^{2}}(q)=\tilde{\delta}_{x(v)^{k}}(q)$ for all $x \in\{u, v\}^{*}$, we obtain that

$$
\begin{align*}
& \tilde{\delta}_{y w \bar{w}}(q)=\tilde{\delta}_{\bar{z}_{m-1} \ldots \bar{z}_{1}}\left(\tilde{\delta}_{y z_{1} \ldots z_{m} \bar{z}_{m}}(q)\right)=\tilde{\delta}_{\bar{z}_{m-1} \ldots \bar{z}_{1}}\left(\tilde{\delta}_{y z_{1} \ldots z_{m-1}}(q)\right)=\ldots \\
& \cdots=\tilde{\delta}_{\bar{z}_{1}}\left(\tilde{\delta}_{y z_{1}}(q)\right)=\tilde{\delta}_{x z_{1} \bar{z}_{1}}(q)=\tilde{\delta}_{y}(q), \quad \text { for all } y \in\{u, v\}^{*} . \tag{17}
\end{align*}
$$

Now suppose that $p \in R$, that is, $p=\tilde{\delta}_{x}(q)$ for some $x \in\{u, v\}^{*}$. Then, by (17),

$$
\tilde{\delta}_{w}(p)=\tilde{\delta}_{w}\left(\tilde{\delta}_{x}(q)\right)=\tilde{\delta}_{x w}(q)=\tilde{\delta}_{x w w \bar{w}}(q)=\tilde{\delta}_{x w \bar{w}}(q)=\tilde{\delta}_{x}(q)=p,
$$

and so $p \in S$, as required.
Now let $\mathfrak{G}$ be the image of $\mathfrak{G}_{\{u, v\}}$ under $h$. We prove that $\mathfrak{G}$ is unsolvable by finding three elements $a, b, c$ in it such that $o_{\mathfrak{G}}(a)=2, o_{\mathfrak{G}}(b)=k, o_{\mathfrak{G}}(c)$ is coprime to both 2 and $o_{\mathfrak{G}}(b)$, and $c \circ b \circ a=\operatorname{id}_{R}$ (the identity element of $\left.\mathfrak{G}\right)$. So let $a=h\left(\tilde{\delta}_{w u w}\right), b=h\left(\tilde{\delta}_{w v w}\right)$, and $c=h\left(\tilde{\delta}_{w u v w}\right)^{-}$. Observe that for every $x \in\{u, v\}^{*}, h\left(\tilde{\delta}_{w x w}\right)=\tilde{\delta}_{x} \upharpoonright_{R}$, and so $c \circ b \circ a=\mathrm{id}_{R}$. Also, for any $\tilde{\delta}_{x}(q) \in R, a^{2}\left(\tilde{\delta}_{x}(q)\right)=\left(\tilde{\delta}_{u} \upharpoonright_{R}\right)^{2}\left(\tilde{\delta}_{x}(q)\right)=\tilde{\delta}_{x u^{2}}(q)=\tilde{\delta}_{x}(q)$ by our assumption, and so $a^{2}=\operatorname{id}_{R}$. On the other hand, $q \in R$ as $\tilde{\delta}_{\varepsilon}(q)=q$, and $\operatorname{id}_{R}(q)=q \neq \tilde{\delta}_{u}(q)$ by our assumption, so $a \neq \operatorname{id}_{R}$. As $o_{\mathfrak{G}}(a)$ divides 2 , $o_{\mathfrak{G}}(a)=2$ follows. Similarly, we can show that $o_{\mathfrak{G}}(b)=k$ (using that $\tilde{\delta}_{x v^{k}}(q)=\tilde{\delta}_{x}(q)$ for every $x \in\{u, v\}^{*}$, and $u \neq \tilde{\delta}_{v}(q)$ ). Finally (using that $\tilde{\delta}_{x(u v)^{l}}(q)=\tilde{\delta}_{x}(q)$ for every $x \in\{u, v\}^{*}$, and $\left.u \neq \tilde{\delta}_{u v}(q)\right)$, we obtain that $h\left(\tilde{\delta}_{w u v w}\right)^{l}=\operatorname{id}_{R}$ and $h\left(\tilde{\delta}_{w u v w}\right) \neq \operatorname{id}_{R}$. Therefore, it follows that $o_{\mathfrak{G}}(c)=o_{\mathfrak{G}}\left(h\left(\tilde{\delta}_{w u v w}\right)^{-}\right)=o_{\mathfrak{G}}\left(h\left(\tilde{\delta}_{w u v w}\right)\right)>1$ and divides $l$, and so coprime to both 2 and $k$, as required.

## 4 Deciding FO-definability of regular languages

We now settle the complexity of deciding $\mathcal{L}$-definability of the language of a given (minimal) DFA or 2NFA, for each $\mathcal{L}$ in question. Deciding $\mathrm{FO}(<)$-definability for the languages of DFAs and NFAs is known to be PSpace-complete [14, 21, 49]. For other FO-languages $\mathcal{L}$, the problem has been recorded as decidable in [10] but the exact complexity seems to remain open. We start with the lower bound.

### 4.1 PSpace-hardness

We require three families of DFAs $\mathfrak{B}_{<}^{p}, \mathfrak{B} \equiv \stackrel{p}{\equiv}$ and $\mathfrak{B}_{\text {MOD }}^{p}$, where $p>5$ is a prime number with $p \not \equiv \pm 1(\bmod 10)$. The first one, shown below for $p=7$,

$\mathfrak{B}_{<}^{7}$
is defined in general as $\mathfrak{B}_{<}^{p}=\left(\left\{s_{i} \mid i<p\right\},\{a\}, \delta^{\mathfrak{B}^{p}}, s_{0},\left\{s_{0}\right\}\right)$, where $\delta_{a}^{\mathfrak{B}^{p}}{ }^{p}\left(s_{i}\right)=s_{j}$ whenever $i, j<p$ and $j \equiv i+1(\bmod p)$. It is straightforward to check that the language $\boldsymbol{L}\left(\mathfrak{B}_{<}^{p}\right)$ consists of all words of the form $\left(a^{p}\right)^{*}, \mathfrak{B}_{<}^{p}$ is the minimal DFA for this language, and the syntactic monoid $M\left(\mathfrak{B}_{<}^{p}\right)$ is the cyclic group of order $p$ (generated by the permutation $\delta_{a}^{\mathfrak{B}_{<}^{p}}$ ).

The second family of DFAs, shown below for $p=7$,

$\mathfrak{B} \xlongequal{7}$
is defined in general as $\mathfrak{B} \xlongequal[\equiv]{\underline{p}}=\left(\left\{s_{i} \mid i<p\right\},\{a, দ\}, \delta^{\mathfrak{B}^{p}} \underline{\overline{\underline{p}}}, s_{0},\left\{s_{0}\right\}\right)$, where $\delta_{\natural}^{\mathfrak{B}^{\underline{p}}}\left(s_{i}\right)=s_{i}$ and $\delta_{a}^{\mathfrak{B}} \stackrel{\underline{\bar{p}}}{ }\left(s_{i}\right)=s_{j}$ whenever $i, j<p$ and $j \equiv i+1(\bmod p)$. It is straightforward to check that the language $L\left(\mathfrak{B}_{\underline{\underline{p}}}^{\underline{p}}\right)$ consists of all words of $a$ 's and $\downarrow$ 's whose number of $a$ 's is divisible by $p, \mathfrak{B}_{\underline{\equiv}}^{\underline{\equiv}}$ is the minimal DFA for this language, and the syntactic monoid $M\left(\mathfrak{B}_{\equiv}^{\underline{p}}\right)$ is also the cyclic group of order $p$ (generated by the permutation $\delta_{a}^{\mathfrak{B} \vec{\equiv}}$ ).

Finally, the DFAs in the third family, depicted below for $p=7$,

is defined in general as $\mathfrak{B}_{\text {MOD }}^{p}=\left(\left\{s_{i} \mid i \leq p\right\},\{a, \nsucceq\}, \delta^{\mathfrak{B}_{\text {MOD }}^{p},} s_{0},\left\{s_{0}\right\}\right)$, where
$-\delta_{a}^{\mathfrak{B}_{\text {MOD }}^{p}}\left(s_{p}\right)=s_{p}$, and $\delta_{a}^{\mathfrak{B}_{\text {MOD }}^{p}}\left(s_{i}\right)=s_{j}$ whenever $i, j<p$ and $j \equiv i+1(\bmod p)$;
$-\delta_{\natural}^{\mathfrak{B}_{\text {MOD }}^{p}}\left(s_{0}\right)=s_{p}, \delta_{\natural}^{\mathfrak{B}_{\text {MOD }}^{p}}\left(s_{p}\right)=s_{0}$, and $\delta_{\natural}^{\mathfrak{B}^{p}}{ }^{p}\left(s_{i}\right)=s_{j}$ whenever $1 \leq i, j<p$ and $i \cdot j \equiv$ $p-1(\bmod p)$, that is, $j=-1 / i$ in the finite field $\mathbb{F}_{p}$.
It is straightforward to check that $\mathfrak{B}_{\mathrm{MOD}}^{p}$ is the minimal DFA for its language, and the syntactic monoid $M\left(\mathfrak{B}_{\text {MOD }}^{p}\right)$ is the permutation group generated by the permutations $\delta_{a}^{\mathfrak{B}_{\text {MOD }}^{p}}$ and $\delta_{\natural}^{\mathfrak{B}_{\text {MOD }}^{p}}$

- Lemma 7. For any prime $p>5$ with $p \not \equiv \pm 1(\bmod 10)$, the group $M\left(\mathfrak{B}_{\mathrm{MOD}}^{p}\right)$ is unsolvable, but all of its proper subgroups are solvable.

Proof. It is straightforward to check that the order of the permutation $\delta_{\natural}^{\mathfrak{B}_{\text {MOD }}^{p}}$ is 2 , the order of $\delta_{a}^{\mathfrak{B}_{\text {MOD }}^{p}}$ is $p$, while the order of the inverse of $\delta_{\text {Ł } a}^{\mathfrak{B}_{\text {MOD }}^{p}}$ is the same as the order of $\delta_{\text {Ła }}^{\mathfrak{B}_{\text {MOD }}^{p}}$, which is 3 . So $M\left(\mathfrak{B}_{\text {MOD }}^{p}\right)$ is unsolvable, for any prime $p$, by the Kaplan-Levy criterion. In order to show that all proper subgroups of $M\left(\mathfrak{B}_{\mathrm{MOD}}^{p}\right)$ are solvable, we show that $M\left(\mathfrak{B}_{\mathrm{MOD}}^{p}\right)$ is a subgroup of the projective special linear group $\mathrm{PSL}_{2}(p)$. If $p$ is a prime with $p>5$ and $p \not \equiv \pm 1(\bmod 10)$, then all proper subgroups of $\mathrm{PSL}_{2}(p)$ are solvable; see, e.g., [37, Theorem 2.1]. (So $M\left(\mathfrak{B}_{\mathrm{MOD}}^{p}\right)$ is in fact isomorphic to the unsolvable group $\mathrm{PSL}_{2}(p)$.)

Consider the set $P=\{0,1, \ldots, p-1, \infty\}$ of all points of the projective line over the field $\mathbb{F}_{p}$. By identifying $s_{i}$ with $i$ for $i<p$, and $s_{p}$ with $\infty$, we may regard the elements of $M\left(\mathfrak{B}_{\mathrm{MOD}}^{p}\right)$ as $P \rightarrow P$ functions. The group $\mathrm{PSL}_{2}(p)$ consists of all $P \rightarrow P$ functions of the form
$i \mapsto \frac{w \cdot i+x}{y \cdot i+z}, \quad$ where $w \cdot z-x \cdot y=1$, with the field arithmetic of $\mathbb{F}_{p}$ being extended

$$
\text { by, for any } i \in P, i+\infty=\infty, 0 \cdot \infty=1 \text { and } i \cdot \infty=\infty \text { for } i \neq 0 \text {. }
$$

Then it is easy to check that the two generators of $M\left(\mathfrak{B}_{\text {MOD }}^{p}\right)$ are in $\operatorname{PSL}_{2}(p)$ : take $w=1$, $x=1, y=0, z=1$ for $\delta_{a}^{\mathfrak{B}_{\text {MOD }}^{p}}$, and $w=0, x=1, y=p-1, z=0$ for $\delta_{\text {घ }}^{\mathfrak{B}_{\text {MOD }}^{p}}$.

We are now in a position to establish the PSpace-lower bound:

- Theorem 8. For $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$, deciding $\mathcal{L}$-definability of the language $\boldsymbol{L}(\mathfrak{A})$ of a given minimal DFA $\mathfrak{A}$ is PSPACE-hard.

Proof. That deciding $\mathrm{FO}(<)$-definability of $\boldsymbol{L}(\mathfrak{A})$ is PSpace-hard was established by Cho and Huynh [21]. We modify and generalise their construction to cover $\mathrm{FO}(<, \equiv)$ - and FO( $<$, MOD)-definability, too.

Suppose $\boldsymbol{M}$ is a deterministic Turing machine that decides a language using at most $N=P_{M}(n)$ tape cells on any input of size $n$, for some polynomial $P_{M}$. Given such an $\boldsymbol{M}$ and some input $\boldsymbol{x}$, our aim is to define three minimal DFAs whose languages are, respectively, $\mathrm{FO}(<)-\mathrm{FO}(<, \equiv)$-, and $\mathrm{FO}(<, \mathrm{MOD})$-definable iff $\boldsymbol{M}$ rejects $\boldsymbol{x}$, and whose sizes are polynomial in $N$ and the size $|\boldsymbol{M}|$ of $\boldsymbol{M}$.

To this end, suppose that $\boldsymbol{M}$ is of the form $\boldsymbol{M}=\left(Q, \Gamma, \gamma, \mathbf{b}, q_{0}, q_{a c c}\right)$ with a set $Q$ of states, tape alphabet $\Gamma$ with b for blank, transition function $\gamma$, initial state $q_{0}$ and accepting state $q_{a c c}$. Without loss of generality we assume that $\boldsymbol{M}$ erases the tape before accepting and has its head at the left-most cell in an accepting configuration, and if $\boldsymbol{M}$ does not accept the input, it runs forever. Given an input word $\boldsymbol{x}=x_{1} \ldots x_{n}$ over $\Gamma$, we represent configurations $\mathfrak{c}$ of the computation of $\boldsymbol{M}$ on $\boldsymbol{x}$ by the $N$-long word written on the tape (with sufficiently many blanks at the end) in which the symbol $y$ in the active cell is replaced by the pair $(q, y)$ for the current state $q$. The accepting computation of $\boldsymbol{M}$ on $\boldsymbol{x}$ is encoded by
a word $\sharp \mathfrak{c}_{1} \sharp \mathfrak{c}_{2} \sharp \ldots \sharp \mathfrak{c}_{k-1} \sharp \mathfrak{c}_{k} b$ over the alphabet $\Sigma=\Gamma \cup(Q \times \Gamma) \cup\{\sharp, b\}$, with $\mathfrak{c}_{1}, \mathfrak{c}_{2}, \ldots, \mathfrak{c}_{k}$ being the subsequent configurations. In particular, $\mathfrak{c}_{1}$ is the initial configuration on $\boldsymbol{x}$ (so it is of the form $\left(q_{0}, x_{1}\right) x_{2} \ldots x_{n} \mathrm{~b} \ldots \mathrm{~b}$ ), and $\mathfrak{c}_{k}$ is the accepting configuration (so it is of the form $\left.\left(q_{a c c}, \mathrm{~b}\right) \mathrm{b} \ldots \mathrm{b}\right)$. As usual for this representation of computations, we may regard $\gamma$ as a partial function from $(\Gamma \cup(Q \times \Gamma))^{3}$ to $\Gamma \cup(Q \times \Gamma)$.

Let $p_{M_{, \boldsymbol{x}}}=p$ be the first prime such that $p \geq N+2$ and $p \not \equiv \pm 1(\bmod 10)$. By [13, Corollary 1.6], $p$ is polynomial in $N$. Our first aim is to construct a $p+1$-long sequence $\mathfrak{A}_{i}$ of pairwise disjoint minimal DFAs over the alphabet $\Sigma$. Each $\mathfrak{A}_{i}$ has size polynomial in $N$ and $|\boldsymbol{M}|$, and it checks certain properties of an accepting computation on $\boldsymbol{x}$ such that $\boldsymbol{M}$ accepts $\boldsymbol{x}$ iff the intersection of the $\boldsymbol{L}\left(\mathfrak{A}_{i}\right)$ is not empty and consists of the single word encoding the accepting computation on $\boldsymbol{x}$.

The DFA $\mathfrak{A}_{0}$ checks that an input word starts with the initial configuration on $\boldsymbol{x}$ and ends with the accepting configuration:


When $1 \leq i \leq N$, the DFA $\mathfrak{A}_{i}$ checks, for all $j$, whether $\gamma\left(\sigma_{i-1}^{j}, \sigma_{i}^{j}, \sigma_{i+1}^{j}\right)=\sigma_{i}^{j+1}$, where $\sigma_{l}^{k}$ denotes the $l$ th symbol of $\mathfrak{c}^{k}$.


Formally $\delta_{i}$ consists of the following transitions for $a, b, c \in \Sigma^{\prime} \backslash\{b\}$ and $b, c \neq \sharp$ :

$$
\begin{aligned}
& \left(q_{0}^{j}, b, q_{0}^{j-1}\right),\left(q_{0}^{1}, a, q_{a}^{0}\right),\left(q_{a}^{0}, b, q_{a b}^{1}\right),\left(q_{a b}^{1}, c, q_{z_{a b c}}^{2}\right),\left(q_{a b}^{1}, \sharp, p_{z_{a b}}^{2}\right), \\
& \left(q_{a}^{j}, b, q_{a}^{j+1}\right), \quad \text { for } a \neq \sharp \text { and } 1<j<N-1, \\
& \left(q_{a}^{j}, \sharp, p_{a}^{j+1}\right), \quad \text { for } a \neq \sharp \text { and } 1<j<N-1, \\
& \left(p_{a}^{j}, b, p_{a}^{j+1}\right), \quad \text { for } a \neq \sharp, \text { and } 1<j<N-1, \\
& \left(p_{a}^{N}, b, q_{b a}^{0}\right), \quad\left(q_{a}^{N}, \sharp, q_{\sharp a}^{0}\right),\left(q_{a b}^{0}, b, q_{a b}^{1}\right), \\
& \left(q_{a}^{j}, b, f_{i}\right), \quad 1 \leq j \leq N, \\
& \left(q_{a b}^{1}, b, f_{i}\right) .
\end{aligned}
$$

Here, $z_{a b c}=\gamma(a, b, c)$ for $a, b, c \in \Gamma \cup(Q \times \Gamma)$.
Finally, if $N+1 \leq i \leq p$ then $\mathfrak{A}_{i}$ accepts all words with a single occurrence of $b$, which is the input's last character:


#### Abstract



Note that $\mathfrak{A}_{p-1}=\mathfrak{A}_{p}$ as $p \geq N+2$. It is not hard to check that each of the $\mathfrak{A}_{i}$ is a minimal DFA that does not contain nontrivial cycles and the following holds:

Lemma 9. $\boldsymbol{M}$ accepts $\boldsymbol{x}$ iff $\bigcap_{i=0}^{p} \boldsymbol{L}\left(\mathfrak{A}_{i}\right) \neq \emptyset$, in which case this language consists of a single word that encodes the accepting computation of $\boldsymbol{M}$ on $\boldsymbol{x}$.

Now take some fresh symbols $a_{1}, a_{2}$. We define three automata $\mathfrak{A}_{<}, \mathfrak{A}_{\equiv}, \mathfrak{A}_{\text {MOD }}$ over the same tape alphabet $\Sigma_{+}=\Sigma \cup\left\{a_{1}, a_{2}, দ\right\}$ by taking, respectively, $\mathfrak{B}_{<}^{p}, \mathfrak{B}_{\equiv}^{p}, \mathfrak{B}_{\text {MOD }}^{p}$ and replacing each transition $s_{i} \rightarrow_{a} s_{j}$ in them by a fresh copy of $\mathfrak{A}_{i}$, for $i \leq p$, as shown in the picture below, where $q_{0}^{i}$ is the initial state of $\mathfrak{A}_{i}$.




We make each of $\mathfrak{A}_{<}, \mathfrak{A}_{\equiv}, \mathfrak{A}_{\text {MOD }}$ deterministic by adding a trash state $\operatorname{tr}$ looping on itself with every $y \in \Sigma_{+}$, and then adding the missing transitions leading to tr. It follows from the construction that $\mathfrak{A}_{<}, \mathfrak{A}_{\equiv}$, and $\mathfrak{A}_{\text {MOD }}$ are minimal DFAs, and they are of size polynomial in $N$ and $\mid \boldsymbol{M |}$.

- Lemma 10. (i) $\boldsymbol{L}\left(\mathfrak{A}_{<}\right)$is $\mathrm{FO}(<)$-definable iff $\bigcap_{i=0}^{p} \boldsymbol{L}\left(\mathfrak{H}_{i}\right)=\emptyset$.
(ii) $\boldsymbol{L}\left(\mathfrak{A}_{\equiv}\right)$ is $\mathrm{FO}(<, \equiv)$-definable iff $\bigcap_{i=0}^{p} \boldsymbol{L}\left(\mathfrak{A}_{i}\right)=\emptyset$.
(iii) $\boldsymbol{L}\left(\mathfrak{A}_{\mathrm{MOD}}\right)$ is $\mathrm{FO}(<, \mathrm{MOD})$-definable iff $\bigcap_{i=0}^{p} \boldsymbol{L}\left(\mathfrak{A}_{i}\right)=\emptyset$.

Proof. In both directions we use that each of the DFAs $\mathfrak{A}_{<}, \mathfrak{A}_{\equiv}, \mathfrak{A}_{\text {MOD }}$ is minimal, and so we can replace $\sim$ by $=$ in the conditions of Theorem 6 . For the $(\Rightarrow)$ directions, given some $w \in \bigcap_{i=0}^{p} \boldsymbol{L}\left(\mathfrak{A}_{i}\right)$, in each case we show how to satisfy the corresponding condition of Theorem 6:
(i): Take $u=a_{1} w a_{2}, q=s_{0}$, and $k=p$.
(ii): Take $u=a_{1} w a_{2}, v=\natural^{|u|}, q=s_{0}$, and $k=p$.
(iii): Take $u=\boldsymbol{h}, v=a_{1} w a_{2}, q=s_{0}, k=p$ and $l=3$.

For the $(\Leftarrow)$ directions, in each case we show that the corresponding condition of Theorem 6 implies that $\bigcap_{i=0}^{p} \boldsymbol{L}\left(\mathfrak{A}_{i}\right)$ is not empty. To this end, we define a $\Sigma_{+}^{*} \rightarrow\{a, \mathfrak{b}\}^{*}$ homomorphism by taking $h(\not)=\natural, h\left(a_{1}\right)=a$, and $h(b)=\varepsilon$ for all other $b \in \Sigma_{+}$.
(i) and (ii): Let $\circ \in\{<, \equiv\}$ and suppose $q$ is a state in $\mathfrak{A}_{\circ}^{p}$ and $u^{\prime} \in \Sigma_{+}^{*}$ such that $q \neq \delta_{u^{\prime}}^{\mathfrak{A} \delta^{p}}(q)$ and $q=\delta_{\left(u^{\prime}\right)^{k}}^{\mathfrak{Z}{ }^{p}}(q)$ for some $k$. Let $S=\left\{s_{0}, s_{1}, \ldots, s_{p-1}\right\}$. We claim that there exist $s \in S$ and $u \in \Sigma_{+}^{*}$ such that

$$
\begin{align*}
& s \neq \delta_{u}^{\mathfrak{A}{ }^{p}}(s),  \tag{18}\\
& \delta_{x}^{\mathfrak{A}{ }^{p}}(s) \in S, \quad \text { for every } x \in\{u\}^{*} . \tag{19}
\end{align*}
$$

Indeed, observe that none of the states along the cyclic $q \rightarrow_{\left(u^{\prime}\right)^{k}} q$ path $\Pi$ in $\mathfrak{A}_{\circ}^{p}$ is tr. So there is some state along $\Pi$ that is in $S$, as otherwise one of the $\mathfrak{A}_{i}$ would contain a nontrivial cycle. Therefore, $u^{\prime}$ must be of the form $w \downarrow^{n} a_{1} w^{\prime}$ for some $w \in \Sigma^{*}, n<\omega$ and $w^{\prime} \in \Sigma_{+}^{*}$. It is easy to see that $s=\delta_{\left(u^{\prime}\right)^{k-1} w}^{2 \mathcal{I}^{p}}(q)$ and $u=\mathfrak{q}^{n} a_{1} w^{\prime} w$ is as required in (18) and (19).

As $M\left(\mathfrak{B}_{\circ}^{p}\right)$ is a finite group, the set $\left\{\delta_{h(x)}^{\mathfrak{B}_{\circ}^{p}} \mid x \in\{u\}^{*}\right\}$ forms a subgroup $\mathfrak{G}$ in it (the subgroup generated by $\delta_{h(u)}^{\mathfrak{B}_{o}^{p}}$ ). We show that $\mathfrak{G}$ is nontrivial by finding a nontrivial homomorphic image of it. To this end, (19) implies that, for every $x \in\{u\}^{*}$, the restriction $\delta_{x}^{\mathfrak{Z}{ }^{\mathfrak{L}}{ }^{p}}{ }_{S^{\prime}}$ of $\delta_{x}^{\mathfrak{Z}{ }^{p}{ }^{p}}$ to the set $S^{\prime}=\left\{\delta_{y}^{\mathfrak{Z}{ }^{p}}(s) \mid y \in\{u\}^{*}\right\}$ is an $S^{\prime} \rightarrow S^{\prime}$ function and $\left.\delta_{x}^{\mathfrak{Z}^{p}}\right|_{S^{\prime}}=\delta_{h(x)}^{\mathfrak{B}^{p}} \upharpoonright_{S^{\prime}}$. As $M\left(\mathfrak{B}_{\circ}^{p}\right)$ is a group of permutations on a set containing $S^{\prime}, \delta_{h(x)}^{\mathfrak{B}^{p}} \upharpoonright_{S^{\prime}}$ is a permutation of $S^{\prime}$, for every $x \in\{u\}^{*}$. Thus, $\left\{\left.\delta_{h(x)}^{\mathfrak{B}_{\dot{\prime}}^{p}}\right|_{S^{\prime}} \mid x \in\{u\}^{*}\right\}$ is a homomorphic image of $\mathfrak{G}$ that is nontrivial by (18).

Finally, as $\mathfrak{G}$ is a nontrivial subgroup of the cyclic group $M\left(\mathfrak{B}_{\circ}^{p}\right)$ of order $p$ and $p$ is a prime, it follows that $\mathfrak{G}=M\left(\mathfrak{B}_{\circ}^{p}\right)$. Therefore, there is $x \in\{u\}^{*}$ with $\delta_{h(x)}^{\mathfrak{B}_{\circ}^{p}}=\delta_{a}^{\mathfrak{B}_{\circ}^{p}}$ (a permutation containing the $p$-cycle $\left(s_{0} s_{1} \ldots s_{p-1}\right)$ 'around' all elements of $S$ ), and so $S^{\prime}=S$ and $x=\natural^{n} a_{1} w a_{2} w^{\prime}$ for some $n<\omega, w \in \Sigma^{*}$, and $w^{\prime} \in \Sigma_{+}^{*}$. As $n=0$ when $\circ=<$ and $\delta_{\mathrm{h}^{n}}^{\mathfrak{2}{ }^{\underline{p}}}(s)$ for every $s \in S, S^{\prime}=S$ implies that $w \in \bigcap_{i=0}^{p-1} \boldsymbol{L}\left(\mathfrak{A}_{i}\right)=\bigcap_{i=0}^{p} \boldsymbol{L}\left(\mathfrak{A}_{i}\right)$.
(iii): Suppose $q$ is a state in $\mathfrak{A}_{\text {MOD }}^{p}$ and $u^{\prime}, v^{\prime} \in \Sigma_{+}^{*}$ such that $q \neq \delta_{u^{\prime}}^{\mathfrak{Z}_{\text {MOD }}^{p}}(q), q \neq \delta_{v^{\prime}}^{\mathfrak{A}_{\text {MOD }}^{p}}(q)$, $q \neq \delta_{u^{\prime} v^{\prime}}^{\mathfrak{A}_{\text {MOD }}^{p}}(q)$, and $\delta_{x}^{\mathfrak{A}_{\text {MOD }}^{p}}(q)=\delta_{x\left(u^{\prime}\right)^{2}}^{\mathfrak{A}_{\text {M }}^{p}}(q)=\delta_{x\left(v^{\prime}\right)^{k}}^{\mathfrak{A}_{\text {M }}^{p}}(q)=\delta_{x\left(u^{\prime} v^{\prime}\right)^{l}}^{\mathfrak{2} \mathcal{A}_{\text {MoD }}^{p}}(q)$ for some odd prime $k$ and number $l$ that is coprime to both 2 and $k$. Let $S=\left\{s_{0}, s_{1}, \ldots, s_{p}\right\}$. We claim that there exist $s \in S$ and $u, v \in \Sigma_{+}^{*}$ such that

$$
\begin{align*}
& s \neq \delta_{u}^{\mathfrak{A}_{\text {MOD }}^{p}}(s), s \neq \delta_{v}^{\mathfrak{A} \text { MOD }_{\text {MOD }}^{p}}(s), s \neq \delta_{u v}^{\mathfrak{A}_{\text {MOD }}^{p}}(s),  \tag{20}\\
& \delta_{x}^{\mathfrak{A}_{\text {MOD }}^{p}}(s) \in S, \quad \text { for every } x \in\{u, v\}^{*},  \tag{21}\\
& \delta_{x}^{\mathfrak{A}_{\text {MOD }}^{p}}(s)=\delta_{x u^{2}}^{\mathfrak{A}_{\text {MOD }}^{p}}(s)=\delta_{x v^{k}}^{\mathfrak{A}_{\text {MOD }}^{p}}(s)=\delta_{x(u v)^{l}}^{\mathfrak{A}_{\text {poD }}^{p}}(s), \quad \text { for every } x \in\{u, v\}^{*} . \tag{22}
\end{align*}
$$

Indeed, by an argument similar to the one in the proof of $(i)$ and (ii) above, we must have $u^{\prime}=w_{u} \natural^{n} a_{1} w_{u}^{\prime}$ and $v^{\prime}=w_{v} \natural^{m} a_{1} w_{v}^{\prime}$ for some $w_{u}, w_{v} \in \Sigma^{*}, n, m<\omega$ and $w_{u}^{\prime}, w_{v}^{\prime} \in \Sigma_{+}^{*}$. For every $x \in\{u, v\}^{*}$, as both $\delta_{x w_{u}}^{\mathfrak{A}_{\text {MOD }}^{p}}(q)$ and $\delta_{x w_{v}}^{\mathfrak{A}_{\text {MoD }}^{p}}(q)$ are in $S$, they must be the same state. Using this it is not hard to see that $s=\delta_{u^{\prime} w_{u}}^{\mathfrak{2}{ }^{p} \mathrm{MOD}}(q), u=\natural^{n} a_{1} w_{u}^{\prime} w_{u}$ and $v=\natural^{m} a_{1} w_{v}^{\prime} w_{v}$ are as required in (20)-(22).

As $M\left(\mathfrak{B}_{\text {MOD }}^{p}\right)$ is a finite group, the set $\left\{\delta_{h(x)}^{\mathfrak{B}_{\text {MOD }}^{p}} \mid x \in\{u, v\}^{*}\right\}$ forms a subgroup $\mathfrak{G}$ in it (the subgroup generated by $\delta_{h(u)}^{\mathfrak{B}_{\text {MOD }}^{p}}$ and $\left.\delta_{h(v)}^{\mathfrak{B}_{\text {MOD }}^{p}}\right)$. We show that $\mathfrak{G}$ is unsolvable by finding an unsolvable homomorphic image of it. To this end, we let $S^{\prime}=\left\{\delta_{y}^{\mathfrak{A}_{\text {MOD }}^{p}}(s) \mid y \in\{u, v\}^{*}\right\}$. Then (21) implies that $S^{\prime} \subseteq S$ and

$$
\begin{equation*}
\delta_{h(x)}^{\mathfrak{B}_{\text {MOD }}^{p}}\left(s^{\prime}\right)=\delta_{x}^{\mathfrak{A}_{\text {MOD }}^{p}}\left(s^{\prime}\right) \in S^{\prime}, \quad \text { for all } s^{\prime} \in S \text { and } x \in\{u, v\}^{*}, \tag{23}
\end{equation*}
$$

and so the restriction $\delta_{x}^{\mathfrak{Z} \mathcal{M N O D}^{p}} \upharpoonright_{S^{\prime}}$ of $\delta_{x}^{\mathfrak{A}_{\mathrm{MOD}}^{p}}$ to $S^{\prime}$ is an $S^{\prime} \rightarrow S^{\prime}$ function and $\delta_{x}^{\mathfrak{Z}{ }_{\mathrm{MOD}}^{p}} \upharpoonright_{S^{\prime}}=\delta_{h(x)}^{\mathfrak{B}_{\text {MOD }}^{p}} \upharpoonright_{S^{\prime}}$. As $M\left(\mathfrak{B}_{\text {MOD }}^{p}\right)$ is a group of permutations on a set containing $S^{\prime}, \delta_{h(x)}^{\mathfrak{B}_{\text {MoD }}^{p}} \upharpoonright_{S^{\prime}}$ is a permutation of $S^{\prime}$, for every $x \in\{u, v\}^{*}$. Thus, $\left\{\delta_{h(x)}^{\mathfrak{B}_{\text {MOD }}^{p}}\left|S^{\prime}\right| x \in\{u, v\}^{*}\right\}$ is a homomorphic image of $\mathfrak{G}$ that is unsolvable by the Kaplan-Levy criterion: By (20), (22), and 2 and $k$ being primes, the order of the permutation $\delta_{h(u)}^{\mathfrak{B}_{\text {MD }}^{p}} \upharpoonright_{S^{\prime}}$ is 2 , the order of $\delta_{h(v)}^{\mathfrak{B}_{\text {MOD }}^{p}} \upharpoonright_{S^{\prime}}$ is $k$, and the order of $\delta_{h(u v)}^{\mathfrak{B}_{\text {MOD }}^{p}} \upharpoonright_{S^{\prime}}$ (which is the same as the order of its inverse) is a $>1$ divisor of $l$, and so coprime to both 2 and $k$.

As $\mathfrak{G}$ is an unsolvable subgroup of $M\left(\mathfrak{B}_{\text {MOD }}^{p}\right)$, it follows from Lemma 7 that $\mathfrak{G}=$ $M\left(\mathfrak{B}_{\text {MOD }}^{p}\right)$, and so $\{u, v\}^{*} \nsubseteq \mathfrak{t}^{*}$. We claim that $S^{\prime}=S$ also follows. Indeed, let $x \in\{u, v\}^{*}$ be such that $\delta_{h(x)}^{\mathfrak{B}_{\text {MOD }}^{p}}=\delta_{a}^{\mathfrak{B}_{\text {MOD }}^{p}}$. As $\left|S^{\prime}\right| \geq 2$ by (20), $s \in\left\{s_{0}, \ldots, s_{p-1}\right\}$ must hold, and so
$\left\{s_{0}, \ldots, s_{p-1}\right\} \subseteq S^{\prime}$ follows by (23). As there is $y \in\{u, v\}^{*}$ with $\delta_{h(y)}^{\mathfrak{B}_{\text {MOD }}^{p}}=\delta_{\natural}^{\mathfrak{B}_{\text {MOD }}^{p}}, s_{p} \in S^{\prime}$ also follows by (23).

Finally, as $\{u, v\}^{*} \nsubseteq \mathfrak{b}^{*}$, there is $x \in\{u, v\}^{*}$ of the form $\natural^{n} a_{1} w a_{2} w^{\prime}$ for some $n<\omega$, $w \in \Sigma$ and $w^{\prime} \in \Sigma_{+}^{*}$. As $S^{\prime}=S, \delta_{x}^{\mathfrak{B}_{\mathrm{MOD}}^{p}}\left(s_{i}\right) \in S$ for every $i \leq p$, and so $w \in \bigcap_{i=0}^{p} \boldsymbol{L}\left(\mathfrak{A}_{i}\right)$.

As $\mathfrak{A}_{<}, \mathfrak{A}_{\equiv}$, and $\mathfrak{A}_{\text {MOD }}$ are all of size polynomial in $N$ and $|\boldsymbol{M}|$, Theorem 8 clearly follows from Lemmas 9 and 10 .

### 4.2 Deciding $\mathcal{L}$-definability of 2NFAs in PSpace

In this section, we give a PSpace-algorithm deciding whether the language of any given 2NFA is $\mathcal{L}$-definable, for $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$, which matches the lower bound established in the previous section.

Let $\mathfrak{A}=\left(Q, \Sigma, \delta, Q_{0}, F\right)$ be a 2NFA. Following [20], for any $w \in \Sigma^{+}$, we introduce four binary relations $\mathbf{b}_{l r}(w), \mathbf{b}_{r l}(w), \mathbf{b}_{r r}(w)$, and $\mathbf{b}_{l l}(w)$ on $Q$ describing the left-to-right, right-to-left, right-to-right, and left-to-left behaviour of $\mathfrak{A}$ on $w$. Namely,
$-\quad\left(q, q^{\prime}\right) \in \mathrm{b}_{l r}(w)$ if there is a run of $\mathfrak{A}$ on $w$ from $(q, 0)$ to $\left(q^{\prime},|w|\right)$;
$-\left(q, q^{\prime}\right) \in \mathrm{b}_{r r}(w)$ if there is a run of $\mathfrak{A}$ on $w$ from $(q,|w|-1)$ to $\left(q^{\prime},|w|\right)$;
$-\quad\left(q, q^{\prime}\right) \in \mathrm{b}_{r l}(w)$ if, for some $a \in \Sigma$, there is a run on $a w$ from $(q,|a w|-1)$ to $\left(q^{\prime}, 0\right)$ such that no $\left(q^{\prime \prime}, 0\right)$ occurs in it before $\left(q^{\prime}, 0\right)$;

- $\left(q, q^{\prime}\right) \in \mathrm{b}_{l l}(w)$ if, for some $a \in \Sigma$, there is a run on $a w$ from $(q, 1)$ to $\left(q^{\prime}, 0\right)$ such that no $\left(q^{\prime \prime}, 0\right)$ occurs in it before $\left(q^{\prime}, 0\right)$.
For $w=\varepsilon$ (the empty word), we define the $\mathrm{b}_{i j}(w)$ as the identity relation on $Q$.
Let $\mathrm{b}=\left(\mathrm{b}_{l r}, \mathrm{~b}_{r l}, \mathrm{~b}_{r r}, \mathrm{~b}_{l l}\right)$, where the $\mathrm{b}_{i j}$ are the behaviours of $\mathfrak{A}$ on some $w \in \Sigma^{*}$, in which case we can also write $\mathrm{b}(w)$, and let $\mathrm{b}^{\prime}=\mathrm{b}\left(w^{\prime}\right)$, for some $w^{\prime} \in \Sigma^{*}$. We define the composition $\mathrm{b} \cdot \mathrm{b}^{\prime}=\mathrm{b}^{\prime \prime}$ with components $\mathrm{b}_{i j}^{\prime \prime}$ as follows. Let $X$ be the transitive closure of $\mathrm{b}_{l l}^{\prime} \circ \mathrm{b}_{r r}$, and let $Y$ be the transitive closure of $\mathrm{b}_{r r} \circ \mathrm{~b}_{l l}^{\prime}$. Then, we set:

$$
\begin{aligned}
& \mathrm{b}_{l r}^{\prime \prime}=\mathrm{b}_{l r} \circ \mathrm{~b}_{l r}^{\prime} \cup \mathrm{b}_{l r} \circ X \circ \mathrm{~b}_{l r}^{\prime}, \\
& \mathrm{b}_{r l}^{\prime \prime}=\mathrm{b}_{r l}^{\prime} \circ \mathrm{b}_{r l} \cup \mathrm{~b}_{r l}^{\prime} \circ Y \circ \mathrm{~b}_{r l}, \\
& \mathrm{~b}_{r r}^{\prime \prime}=\mathrm{b}_{r r}^{\prime} \cup \mathrm{b}_{r l}^{\prime} \circ Y \circ \mathrm{~b}_{r r} \circ \mathrm{~b}_{l r}^{\prime}, \\
& \mathrm{b}_{l l}^{\prime \prime}=\mathrm{b}_{l l} \cup \mathrm{~b}_{l r} \circ X \circ \mathrm{~b}_{l l}^{\prime} \circ \mathrm{b}_{r l} .
\end{aligned}
$$

One can readily check that $\mathrm{b}^{\prime \prime}=\mathrm{b}\left(w w^{\prime}\right)$.
We define the DFA $\mathfrak{A}^{\prime}=\left(Q^{\prime}, \Sigma, \delta^{\prime}, q_{0}^{\prime}, F^{\prime}\right)$ by taking
$Q^{\prime}=\left\{\left(B_{l r}, B_{r r}\right) \mid B_{l r} \subseteq Q_{0} \times Q, B_{r r} \subseteq Q \times Q\right\}$,
$q_{0}^{\prime}=\left(\left\{(q, q) \mid q \in Q_{0}\right\}, \emptyset\right)$,
$F^{\prime}=\left\{\left(B_{l r}, B_{r r}\right) \mid\left(q_{0}, q\right) \in B_{l r}\right.$, for some $q_{0} \in Q_{0}$ and $\left.q \in F\right\}$,
for any $a \in \Sigma, \delta_{a}^{\prime}\left(\left(B_{l r}, B_{r r}\right)\right)=\left(B_{l r}^{\prime}, B_{r r}^{\prime}\right)$, where $B_{l r}^{\prime}=B_{l r} \circ X(a) \circ \mathrm{b}_{l r}(a)$,
$B_{r r}^{\prime}=B_{r r} \cup \mathrm{~b}_{r l}(a) \circ Y(a) \circ \mathrm{b}_{l r}(a)$, and $X(a)$ and $Y(a)$ are the reflexive transitive closures of, respectively, $\mathrm{b}_{l l}(a) \circ B_{r r}$ and $B_{r r} \circ \mathrm{~b}_{l l}(a)$.

It is not hard to see that
for any $w \in \Sigma^{*}, \delta_{w}^{\prime}\left(\left(B_{l r}, B_{r r}\right)\right)=\left(B_{l r}^{\prime}, B_{r r}^{\prime}\right)$ iff $B_{l r}^{\prime}=B_{l r} \circ X(w) \circ \mathrm{b}_{l r}(w)$, $B_{r r}^{\prime}=B_{r r} \cup \mathrm{~b}_{r l}(w) \circ Y(w) \circ \mathrm{b}_{l r}(w)$, where $X(w)$ and $Y(w)$ are the reflexive transitive closures of, respectively, $\mathrm{b}_{l l}(w) \circ B_{r r}$ and $B_{r r} \circ \mathrm{~b}_{l l}(w)$.

Also, it can be shown in a way similar to $[48,56]$ that

$$
\begin{equation*}
\boldsymbol{L}(\mathfrak{A})=\boldsymbol{L}\left(\mathfrak{A}^{\prime}\right) \tag{25}
\end{equation*}
$$

- Theorem 11. For $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$, deciding $\mathcal{L}$-definability of the language $\boldsymbol{L}(\mathfrak{A})$ of any given 2NFA $\mathfrak{A}$ can be done in PSPACE.

Proof. Let $\mathfrak{A}^{\prime}$ be the DFA defined above for the given 2NFA $\mathfrak{A}$. First, we consider $\mathrm{FO}(<)-$ definability. By Theorem $6(i)$ and $(25), \boldsymbol{L}(\mathfrak{A})$ is not $\mathrm{FO}(<)$-definable iff there exist a word $u \in \Sigma^{*}$, a reachable state $q \in Q^{\prime}$, and a number $k \leq\left|Q^{\prime}\right|$ such that $q \nsim \delta_{u}^{\prime}(q)$ and $q=\delta_{u^{k}}^{\prime}(q)$. We guess the required $k$ in binary, $q$, and some quadruple of binary relations $\mathrm{b}(u)$ on $Q$. Clearly, they all can be stored in polynomial space in the size of $\mathfrak{A}$. To check that our guesses are correct, we first check that the quadruple $\mathrm{b}(u)$ indeed corresponds to some $u \in \Sigma^{*}$. This is done by guessing a sequence $b_{0}, \ldots, b_{n}$ of pairwise distinct quadruples of binary relations on $Q$ such that $\mathrm{b}_{0}=\mathrm{b}\left(u_{0}\right)$ and $\mathrm{b}_{i+1}=\mathrm{b}_{i} \cdot \mathrm{~b}\left(u_{i+1}\right)$, for some characters $u_{0}, \ldots, u_{n} \in \Sigma$. (Any sequence with a subsequence starting after $\mathrm{b}_{i}$ and ending with $\mathrm{b}_{i+m}$, for some $i$ and $m$ such that $\mathrm{b}_{i}=\mathrm{b}_{i+m}$, is equivalent, in the context of this proof, to the sequence with such a subsequence removed.) Therefore, we can assume that $n \leq 2^{O(|Q|)}$, and so $n$ can be guessed in binary and stored in PSpace. So, the stage of our algorithm that checks that $\mathrm{b}(u)$ corresponds to some $u \in \Sigma^{*}$ makes $n$ iterations and continues to the next stage if $\mathrm{b}_{n}=\mathrm{b}(u)$ or terminates with an answer no otherwise. Now, using $\mathrm{b}(u)$, we are able to compute $\mathrm{b}\left(u^{k}\right)$ by means of a sequence $\mathrm{b}_{0}, \ldots, \mathrm{~b}_{k}$, where $\mathrm{b}_{0}=\mathrm{b}(u)$ and $\mathrm{b}_{i+1}=\mathrm{b}_{i} \cdot \mathrm{~b}(u)$. With $\mathrm{b}(u)\left(\mathrm{b}\left(u^{k}\right)\right)$, we are able to compute $\delta_{u}^{\prime}(q)$ (respectively, $\delta_{u^{k}}^{\prime}(q)$ ) in PSpace using (24). If $\delta_{u^{k}}^{\prime}(q) \neq q$, the algorithm terminates with an answer no. Otherwise, in the final stage of the algorithm, we check that $\delta_{u}^{\prime}(q) \nsim q$. This is done by guessing $v \in \Sigma^{*}$, such that $\delta_{v}^{\prime}(q)=q_{1}, \delta_{v}^{\prime}\left(\delta_{u}^{\prime}(q)\right)=q_{2}$, and $q_{1} \in F^{\prime}$ iff $q_{1} \notin F^{\prime}$. We guess such a $v$ (if exists) in the form of $\mathrm{b}(v)$ using an algorithm analogous to that for guessing $u$ above.

We next consider $\mathrm{FO}(<, \equiv)$-definability. By Theorem 6 (ii) and (25), $\boldsymbol{L}(\mathfrak{A})$ is not $\mathrm{FO}(<, \equiv)$-definable iff there there exist words $u, v \in \Sigma^{*}$, a reachable state $q \in Q^{\prime}$, and a number $k \leq\left|Q^{\prime}\right|$ such that $q \nsim \delta_{u}^{\prime}(q), q=\delta_{u^{k}}^{\prime}(q),|v|=|u|$, and $\delta_{u^{i}}^{\prime}(q)=\delta_{u^{i} v}^{\prime}(q)$, for every $i<k$. We outline how to modify the algorithm for $\mathrm{FO}(<)$-definability above to check FO $(<, \equiv)$-definability. First, we need to guess and check $v$ in the form of $\mathrm{b}(v)$ in parallel with guessing and checking $u$ in the form of $\mathrm{b}(u)$, making sure that $|v|=|u|$. For that, we guess a sequence of pairwise distinct pairs $\left(\mathrm{b}_{0}, \mathrm{~b}_{0}^{\prime}\right), \ldots,\left(\mathrm{b}_{n}, \mathrm{~b}_{n}^{\prime}\right)$ such that the $\mathrm{b}_{i}$ are as above, $\mathrm{b}_{0}^{\prime}=\mathrm{b}\left(v_{0}\right)$ and $\mathrm{b}_{i+1}^{\prime}=\mathrm{b}_{i}^{\prime} \cdot \mathrm{b}\left(v_{i+1}\right)$, for some $v_{0}, \ldots, v_{n} \in \Sigma$. (Any such sequence of pairs with a subsequence starting after $\left(\mathrm{b}_{i}, \mathrm{~b}_{i}^{\prime}\right)$ and ending with $\left(\mathrm{b}_{i+m}, \mathrm{~b}_{i+m}^{\prime}\right)$, for some $i$ and $m$ such that $\left(\mathrm{b}_{i}, \mathrm{~b}_{i}^{\prime}\right)=\left(\mathrm{b}_{i+m}, \mathrm{~b}_{i+m}^{\prime}\right)$, is equivalent to the sequence with that subsequence removed.) So $n \leq 2^{O(|Q|)}$. For each $i<k$, we can then compute $\delta_{u^{i}}^{\prime}(q)$ and $\delta_{u^{i} v}^{\prime}(q)$, using (24), and check whether whether they are equal.

Finally, we consider the case of $\mathrm{FO}(<, \mathrm{MOD})$-definability. By Theorem 6 (iii) and (25), $\boldsymbol{L}(\mathfrak{A})$ is not $\mathrm{FO}(<, \mathrm{MOD})$-definable iff there exist words $u, v \in \Sigma^{*}$, a reachable state $q \in Q^{\prime}$ and numbers $k, l \leq\left|Q^{\prime}\right|$ such that $k$ is an odd prime, $l>1$ and coprime to both 2 and $k, q \nsim \delta_{u}^{\prime}(q), q \nsim \delta_{v}^{\prime}(q), q \nsim \delta_{u v}^{\prime}(q)$, and $\delta_{x}^{\prime}(q) \sim \delta_{x u^{2}}^{\prime}(q) \sim \delta_{x v^{k}}^{\prime}(q) \sim \delta_{x(u v)^{i}}^{\prime}(q)$, for all $x \in\{u, v\}^{*}$. We start by guessing $u, v \in \Sigma^{*}$ in the form of, respectively, $\mathrm{b}(u)$ and $\mathrm{b}(u)$. Also, we guess $k$ and $l$ in binary and check that $k$ is an odd prime and $l$ is coprime to both 2 and $k$. By (24), $\delta_{x}^{\prime}$ is determined by $\mathrm{b}(x)$, for every $x \in\{u, v\}^{*}$. Thus, we can proceed as follows to verify that $u, v, k$ and $l$ are as required. We perform the following steps, for each quadruple b of binary relations on $Q$. First, we check whether $\mathrm{b}=\mathrm{b}(x)$, for some $x \in\{u, v\}^{*}$ (we discuss the algorithm for this in the next paragraph). If this is not the case, we construct the next quadruple $\mathbf{b}^{\prime}$ and process it as this $\mathbf{b}$. If it is the case, we compute all the states $\delta_{x}^{\prime}(q)$,
$\delta_{x u^{2}}^{\prime}(q), \delta_{x v^{k}}^{\prime}(q), \delta_{x(u v)^{l}}^{\prime}(q), \delta_{u}^{\prime}(q), \delta_{v}^{\prime}(q), \delta_{u v}^{\prime}(q)$, and check their required (non)equivalences w.r.t. $\sim$, using the same method as for checking $\delta_{u}^{\prime}(q) \nsim q$ above. If they do not hold as required, our algorithm terminates with an answer no. Otherwise, we construct the next quadruple $b^{\prime}$ and process it as this $b$. When all possible quadruples $b$ of binary relations of $Q$ have been processed, the algorithm terminates with an answer yes.

Thus, it remains to explain how to check that a given quadruple $\mathbf{b}$ is equal to $\mathbf{b}(x)$, for some $x \in\{u, v\}^{*}$. We simply guess a sequence $\mathrm{b}_{0}, \ldots, \mathrm{~b}_{n}$ of quadruples of binary relations on $Q$ such that $\mathrm{b}_{0}=\mathrm{b}\left(w_{0}\right), \mathbf{b}_{n}=\mathbf{b}$ and $\mathbf{b}_{i+1}=\mathbf{b}_{i} \cdot \mathbf{b}\left(w_{i+1}\right)$, where $w_{i} \in\{u, v\}$. It follows from the argument above that it is enough to consider $n \leq 2^{O(|Q|)}$.

## 5 Deciding FO-rewritability of LTL OMQs

In this section, using results and constructions from the previous one, we establish the complexity of recognising the type of FO-rewritability of any given LTL OMQ $\boldsymbol{q}$. The following proposition formalises the connection between $\mathcal{L}$-rewritability of $\boldsymbol{q}$ and $\mathcal{L}$-definability of the corresponding regular languages $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ and $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$.

- Proposition 12. Let $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$ and $\Xi \subseteq \operatorname{sig}(\boldsymbol{q})$.
(i) A Boolean LTL OMQ $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ is $\mathcal{L}$-rewritable over $\Xi$-ABoxes iff the language $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ is $\mathcal{L}$-definable.
(ii) A specific LTL OMQ $\boldsymbol{q}(x)=(\mathcal{O}, \varkappa(x))$ is $\mathcal{L}$-rewritable over $\Xi$-ABoxes iff the language $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ is $\mathcal{L}$-definable.

Proof. (i) For every $A \in \Xi$, let $\chi_{A}(y)=\bigvee_{A \in a \in \Sigma_{\Xi}} a(y)$, where $a(y)$ is a unary predicate associated with $a \in \Sigma_{\Xi}$. Conversely, for every $a \in \Sigma_{\Xi}$, let $\chi_{a}(y)=\bigwedge_{A \in a} A(y) \wedge \bigwedge_{A \notin a} \neg A(y)$. For any $\Xi$-ABox $\mathcal{A} \in \Sigma_{\Xi}^{*}$ and any $n \in \operatorname{tem}(\mathcal{A})$, we have $\mathfrak{S}_{\mathcal{A}} \models A(n)$ iff $\mathfrak{S}_{w_{\mathcal{A}}} \models \chi_{A}(n)$, and $\mathfrak{S}_{w_{\mathcal{A}}} \models a(n)$ iff $\mathfrak{S}_{\mathcal{A}} \models \chi_{a}(n)$. Thus, we obtain an $\mathcal{L}$-sentence defining $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ by taking an $\mathcal{L}$-rewriting of $\boldsymbol{q}$ and replacing all atoms $A(y)$ in it with $\chi_{A}(y)$. Conversely, we obtain an $\mathcal{L}$-rewriting of $\boldsymbol{q}$ by taking an $\mathcal{L}$-sentence defining $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ and replacing all $a(y)$ in it with $\chi_{a}(y)$.
(ii) $(\Rightarrow)$ Let $\varphi(x)$ be an $\mathcal{L}$-rewriting of $\boldsymbol{q}(x)$ and let $\varphi^{\prime}(x)$ be the result of replacing atoms $A(y)$ in $\varphi(x)$ with $\chi_{A}^{\prime}(y)=\bigvee_{A \in a \in \Gamma_{\Xi}} a(y)$. Given an ABox $\mathcal{A}$ and $i \in \operatorname{tem}(\mathcal{A})$, we have $\mathfrak{S}_{\mathcal{A}} \models \varphi(i)$ iff $\mathfrak{S}_{w_{\mathcal{A}}, i} \models \varphi^{\prime}(i)$. A word $w=a_{0} \ldots a_{n} \in \Gamma_{\Xi}^{*}$ is in $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ iff (a) there is $i$ such that $a_{i} \in \Sigma_{\Xi}^{\prime}$, (b) $a_{j} \in \Sigma_{\Xi}$ for all $j \neq i$, and (c) $\mathfrak{S}_{w} \models \varphi^{\prime}(i)$. Therefore, for the sentence

$$
\varphi^{\prime \prime}=\exists x\left(\varphi^{\prime}(x) \wedge \forall y\left[\left((y=x) \rightarrow \bigvee_{a^{\prime} \in \Sigma_{\Xi}^{\prime}} a^{\prime}(y)\right) \wedge\left((y \neq x) \rightarrow \bigvee_{a \in \Sigma_{\Xi}} a(y)\right)\right]\right)
$$

and a word $w \in \Gamma_{\Xi}^{*}$, we have $\mathfrak{S}_{w} \models \varphi^{\prime \prime}$ iff $w=w_{\mathcal{A}, i}$ for some $\mathcal{A}$ and $i$ such that $\mathfrak{S}_{\mathcal{A}} \models \varphi(i)$. It follows that $\varphi^{\prime \prime}$ defines $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$.
$(\Leftarrow)$ Suppose $\psi$ is an $\mathcal{L}$-sentence defining $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$. Let $\psi^{\prime}(x)$ be the result of replacing atoms $a(y)$ in $\varphi$, for $a \in \Sigma_{\Xi}$, with $a(y) \wedge(x \neq y)$ and atoms $a^{\prime}(y)$, for $a^{\prime} \in \Sigma_{\Xi}^{\prime}$, with $a(y) \wedge(x=y)$. For $w=a_{0} \ldots a_{n} \in \Sigma_{\Xi}^{*}$, we have $\mathfrak{S}_{w} \models \psi^{\prime}(i)$ iff $\mathfrak{S}_{w_{i}} \models \psi$, where $w_{i}$ is $w$ with $a_{i}$ replaced by $a_{i}^{\prime}$. Let $\psi^{\prime \prime}(x)$ be the result of replacing $a(y)$ in $\psi^{\prime}(x)$ with $\chi_{a}(y)$. Then, for any $\operatorname{ABox} \mathcal{A}$ and $i \in \operatorname{tem}(\mathcal{A})$, we have $\mathfrak{S}_{\mathcal{A}} \models \psi^{\prime \prime}(i)$ iff $\mathfrak{S}_{w_{\mathcal{A}}} \models \psi^{\prime}(i)$ iff $\mathfrak{S}_{w_{\mathcal{A}, i}} \models \psi$, and so $\psi^{\prime \prime}(x)$ is a rewriting of $\boldsymbol{q}$.

In view of Proposition 12, we can reformulate the evaluation problem for $\boldsymbol{q}$ and $\boldsymbol{q}(x)$ over $\Xi$-ABoxes as the word problem for the languages $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ and $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$, both of which are regular by Proposition 5. Furthermore, to make circuit complexity applicable to our
languages, we can assume that the alphabets $\Sigma_{\Xi}$ and $\Gamma_{\Xi}$ of $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ and $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ are encoded in binary in a way preserving the properties of languages from Table 3. For example, one can take an encoding similar to that in [14, Lemma 2.1]. Then Table 3 yields the following correspondences between the data complexity of answering and FO-rewritability of Boolean and specific LTL OMQs $\boldsymbol{q}$ :

- $\boldsymbol{q}$ is $\mathrm{FO}(<, \equiv)$-rewritable iff it can be answered in $\mathrm{AC}^{0}$;
- $\boldsymbol{q}$ is $\mathrm{FO}(<, \mathrm{MOD})$-rewritable iff it can be answered in $\mathrm{ACC}^{0}$;
- $\boldsymbol{q}$ is not $\mathrm{FO}(<, \mathrm{MOD})$-rewritable iff answering $\boldsymbol{q}$ in $\mathrm{NC}^{1}$-complete (unless $\mathrm{ACC}^{0}=\mathrm{NC}^{1}$ );
- $\boldsymbol{q}$ is $\mathrm{FO}(<, \mathrm{RPR})$-rewritable iff it can be answered in $\mathrm{NC}^{1}$.

As a consequence of Theorem 11, which is applied to the exponential-size NFAs constructed in the proof of Proposition 5, we immediately obtain the following upper bound:

- Theorem 13. Deciding $\mathcal{L}$-rewritability of both Boolean and specific LTL OMQs over $\Xi$-ABoxes can be done in ExpSPaCE.

Before establishing a matching lower bound, we prove two technical results, which allow us to reduce, in certain cases, $\mathcal{L}$-rewritability of specific OMQs to $\mathcal{L}$-rewritability of Boolean OMQs. Call two OMQs $\Xi$-equivalent (or simply equivalent) if they have the same certain answers over every $\Xi$-ABox (respectively, over every ABox). Our first useful observation allows one to remove axioms with $\perp$ from $L T L_{\text {bool }}^{\square O}$ ontologies:

- Lemma 14. Let $\mathcal{O}$ be an $L T L_{\text {bool }}^{\square \circ}$ ontology, let $\mathcal{O}^{\prime}$ result from $\mathcal{O}$ by removing every axiom of the form $C_{1} \wedge \cdots \wedge C_{k} \rightarrow \perp$, and let $\mathcal{O}^{\prime \prime}$ result from $\mathcal{O}$ by replacing every axiom of the form $C_{1} \wedge \cdots \wedge C_{k} \rightarrow \perp$ with $C_{1} \wedge \cdots \wedge C_{k} \rightarrow A^{\prime}, A^{\prime} \rightarrow \bigcirc_{F} A^{\prime}, A^{\prime} \rightarrow \bigcirc_{P} A^{\prime}, A^{\prime} \rightarrow A$, for $a$ fresh atom $A^{\prime}$. Let $\Xi$ be a signature that does not contain the newly introduced atoms $A^{\prime}$.
(i) Every Boolean OMAQ $\boldsymbol{q}=(\mathcal{O}, A)$ is $\Xi$-equivalent to the $O M A Q \boldsymbol{q}^{\prime}=\left(\mathcal{O}^{\prime \prime}, A\right)$. Every specific OMAQ $\boldsymbol{q}(x)=(\mathcal{O}, A(x))$ is $\Xi$-equivalent to the OMAQ $\boldsymbol{q}^{\prime}(x)=\left(\mathcal{O}^{\prime \prime}, A(x)\right)$.
(ii) Every Boolean $O M P Q \boldsymbol{q}=(\mathcal{O}, \varkappa)$ is equivalent to the $O M P Q \boldsymbol{q}^{\prime \prime}=\left(\mathcal{O}^{\prime}, \varkappa^{\prime}\right)$, where

$$
\varkappa^{\prime}=\varkappa \vee \bigvee_{C_{1} \wedge \cdots \wedge C_{k} \rightarrow \perp \in \mathcal{O}} \diamond_{F} \diamond_{P}\left(C_{1} \wedge \cdots \wedge C_{k}\right)
$$

Every specific $O M P Q \boldsymbol{q}(x)=(\mathcal{O}, \varkappa(x))$ is equivalent to the $O M P Q \boldsymbol{q}^{\prime \prime}(x)=\left(\mathcal{O}^{\prime}, \varkappa^{\prime}(x)\right)$.
Proof. We only show the first claim in (i); other claims are similar and left to the reader. Let $\mathcal{A}$ be any $\Xi$-ABox. Suppose the certain answer to $\boldsymbol{q}^{\prime}$ over $\mathcal{A}$ is no. This means that there is a model $\mathcal{I}$ of $\mathcal{O}^{\prime \prime}$ and $\mathcal{A}$ such that $\mathcal{I}, n \not \models A$ for all $n \in \mathbb{Z}$. Then $\mathcal{I}$ is also a model of $\mathcal{O}$ and $\mathcal{A}$. Indeed, if $\mathcal{I}, n \models C_{1} \wedge \cdots \wedge C_{k}$ for some $n \in \mathbb{Z}$, then $\mathcal{I}, n \models A^{\prime}$, and so $\mathcal{I}$, $n \models A$, which is a contradiction. It follows that the answer to $\boldsymbol{q}$ over $\mathcal{A}$ is no. Conversely, suppose the answer to $\boldsymbol{q}$ over $\mathcal{A}$ is no. Let $\mathcal{I}$ be a model of $\mathcal{O}$ and $\mathcal{A}$ such that $\mathcal{I}, n \not \vDash A$ for all $n \in \mathbb{Z}$. Extend $\mathcal{I}$ to the fresh atoms $A^{\prime}$ by setting $\mathcal{I}, n \not \models A^{\prime}$. Then $\mathcal{I}$ is a model of $\mathcal{O}^{\prime \prime}$ and $\mathcal{A}$, as required.

The next statement, which will be used in Theorems 16, 20, 27, and 29, shows that deciding $\mathcal{L}$-rewritability of specific $L T L_{\text {horn }}^{\circ}$-OMAQs $\boldsymbol{q}(x)$ is polynomially reducible to deciding $\mathcal{L}$-rewritability of Boolean $L T L_{\text {horn }}^{\circ}$-OMAQs $\boldsymbol{q}$ :

- Proposition 15. Let $\mathcal{O}$ be an $L T L_{\text {horn-ontology }}^{\square \bigcirc}$ without occurrences of $\perp$, $A$ an atom, $\varkappa$ a positive LTL formula, and $\Xi$ a signature. Let $X, X^{\prime}$ be fresh atomic concepts and $\Xi_{X}=\Xi \cup\{X\}$. Then the following hold:
(i) The specific OMAQ $\boldsymbol{q}(x)=(\mathcal{O}, A(x))$ is $\mathcal{L}$-rewritable over $\Xi$-ABoxes iff the Boolean OMAQ $\boldsymbol{q}^{\prime}=\left(\mathcal{O} \cup\left\{A \wedge X \rightarrow X^{\prime}\right\}, X^{\prime}\right)$ is $\mathcal{L}$-rewritable over $\Xi_{X}$-ABoxes.
(ii) The specific $O M P Q \boldsymbol{q}_{\varkappa}(x)=(\mathcal{O}, \varkappa(x))$ is $\mathcal{L}$-rewritable over $\Xi$-ABoxes iff the Boolean OMPQ $\boldsymbol{q}_{X}=(\mathcal{O}, X \wedge \varkappa)$ is $\mathcal{L}$-rewritable over $\Xi_{X}$-ABoxes.

Proof. We only show $(i)$ as the proof of $(i i)$ is analogous. Recall from [7] that, since $\mathcal{O}$ is a Horn ontology, for any ABox $\mathcal{A}$ consistent with $\mathcal{O}$, there is a canonical model $\mathcal{C}_{\mathcal{O}, \mathcal{A}}$ of $\mathcal{O}$ and $\mathcal{A}$ such that for any OMPQ $\varkappa$,
$(\mathcal{O}, \mathcal{A}) \models \exists x \varkappa(x)$ iff $\mathcal{C}_{\mathcal{O}, \mathcal{A}} \models \varkappa(k)$ for some $k \in \mathbb{Z}$

$$
\begin{equation*}
\mathcal{C}_{\mathcal{O}, \mathcal{A}} \models \varkappa(k) \text { iff }(\mathcal{O}, \mathcal{A}) \models \varkappa(k) \text { for all } k \in \mathbb{Z} . \tag{26}
\end{equation*}
$$

$(\Rightarrow)$ We show that if $\boldsymbol{Q}(x)$ is an $\mathcal{L}$-rewriting of $\boldsymbol{q}(x)$ over $\Xi$-ABoxes, then $\exists x(\boldsymbol{Q}(x) \wedge X(x))$ is an $\mathcal{L}$-rewriting of $\boldsymbol{q}_{X}$ over $\Xi_{X}$-ABoxes, that is, $\mathfrak{S}_{\mathcal{A}} \vDash \exists x(\boldsymbol{Q}(x) \wedge X(x))$ iff the answer to $\boldsymbol{q}_{X}$ over $\mathcal{A}$ is yes, for every $\Xi_{X}$-ABox $\mathcal{A} .(\Rightarrow)$ Suppose $\mathfrak{S}_{\mathcal{A}} \vDash \exists x(\boldsymbol{Q}(x) \wedge X(x))$. As $X$ does not occur in $\mathcal{O}$, we then have $\mathfrak{S}_{\mathcal{A}} \models \boldsymbol{Q}(n)$ and $\mathfrak{S}_{\mathcal{A}} \models X(n)$, for some $n \in \operatorname{tem}(\mathcal{A})$. Since $\boldsymbol{Q}(x)$ is a rewriting of $\boldsymbol{q}(x)$, it follows that $n$ is a certain answer to $\boldsymbol{q}(x)$ over $\mathcal{A}$, and so $\mathcal{I}, n \models \varkappa$ for every model $\mathcal{I}$ of $(\mathcal{O}, \mathcal{A})$. Since $\mathcal{I}, n \models X$, for every such model $\mathcal{I}$, it follows that $\mathcal{I}, n \models X \wedge \varkappa$ for every model $\mathcal{I}$ of $(\mathcal{O}, \mathcal{A})$, as required. $(\Leftarrow)$ Suppose the answer to $\boldsymbol{q}_{X}$ over $\mathcal{A}$ is yes. As $\boldsymbol{q}_{X}$ is Horn, it follows that $\mathcal{I}, n \models X \wedge \varkappa$ for the canonical model $\mathcal{I}$ of $(\mathcal{O}, \mathcal{A})$. Since $X$ does not occur in $\mathcal{O}$, there exists $n$ in tem $(\mathcal{A})$ such that $\mathfrak{S}_{\mathcal{A}} \models X(n)$ and $\mathcal{I}, n \models \varkappa$. Thus, $n$ is a certain answer to $\boldsymbol{q}(x)$ over $\mathcal{A}$, and so $\mathfrak{S}_{\mathcal{A}} \models \exists x(\boldsymbol{Q}(x) \wedge X(x))$.
$(\Leftarrow)$ Suppose $\boldsymbol{Q}$ is an $\mathcal{L}$-rewriting of $\boldsymbol{q}_{X}$ over $\Xi_{X}$-ABoxes. Fix a variable $x$ that does not occur in $\boldsymbol{Q}$ and let $\boldsymbol{Q}^{-}$be the result of replacing every occurrence of $X(y)$ in $\boldsymbol{Q}$ with $(x=y)$. We show that $\boldsymbol{Q}^{-}$is an $\mathcal{L}$-rewriting of $\boldsymbol{q}(x)$ over $\Xi$-ABoxes. Given a $\Xi$-ABox $\mathcal{A}$, construct the $\Xi_{X}$-ABox $\mathcal{A}_{X}^{k}=\mathcal{A} \cup\{X(k)\}$, for any $k \in \operatorname{tem}(\mathcal{A})$. Note that $\mathfrak{S}_{\mathcal{A}} \models \boldsymbol{Q}^{-}(k)$ iff $\mathfrak{S}_{\mathcal{A}_{X}^{k}} \models \boldsymbol{Q}$, for every $k \in \operatorname{tem}(\mathcal{A})$. Indeed, $\mathfrak{S}_{\mathcal{A}_{X}^{k}} \models X(y) \leftrightarrow(k=y)$, and so $\mathfrak{S}_{\mathcal{A}_{X}^{k}} \models \boldsymbol{Q} \leftrightarrow \boldsymbol{Q}^{-}(k)$. It remains to recall that $X$ does not occur in $\boldsymbol{Q}^{-}$, from which $\mathfrak{S}_{\mathcal{A}_{X}^{k}} \models \boldsymbol{Q}^{-}(k)$ iff $\mathfrak{S}_{\mathcal{A}} \models \boldsymbol{Q}^{-}(k)$. Now, suppose $k$ is a certain answer to $\boldsymbol{q}(x)$ over $\mathcal{A}$. Then the certain answer to $\boldsymbol{q}_{X}$ over $\mathcal{A}_{X}^{k}$ is yes, and so $\mathfrak{S}_{\mathcal{A}_{X}^{k}} \models \boldsymbol{Q}$, which implies $\mathfrak{S}_{\mathcal{A}} \models \boldsymbol{Q}^{-}(k)$. Conversely, if $k$ is not a certain answer to $\boldsymbol{q}$ over $\mathcal{A}$, then the answer to $\boldsymbol{q}_{X}$ over $\mathcal{A}_{X}^{k}$ is no. We then have $\mathfrak{S}_{\mathcal{A}_{X}^{k}} \not \models \boldsymbol{Q}$, and so $\mathfrak{S}_{\mathcal{A}} \neq \boldsymbol{Q}^{-}(k)$.

In the remainder of this section, we establish a matching ExpSpace lower bound, which holds already for $L T L_{\text {horn }}^{\circ}$ OMAQs and $L T L_{\text {krom }}^{\circ}$ OMPEQs.

A counter is a set $\mathbb{A}=\left\{A_{j}^{i} \mid i=0,1, j=1, \ldots, k\right\}$ of atomic concepts that will be used to store values between 0 and $2^{k}-1$, which can be different at different time points. The counter $\mathbb{A}$ is well-defined at a time point $n \in \mathbb{Z}$ in an interpretation $\mathcal{I}$ if $\mathcal{I}, n \models A_{j}^{0} \wedge A_{j}^{1} \rightarrow \perp$ and $\mathcal{I}, n \models A_{j}^{0} \vee A_{j}^{1}$, for any $j=1, \ldots, k$. In this case, the value of $\mathbb{A}$ at $n$ in $\mathcal{I}$ is given by the unique binary number $b_{k} \ldots b_{1}$ for which $\mathcal{I}, n \models A_{1}^{b_{1}} \wedge \cdots \wedge A_{k}^{b_{k}}$. We require the following formulas, for $c=b_{k} \ldots b_{1}$ :
$-[\mathbb{A}=c]=A_{1}^{b_{1}} \wedge \cdots \wedge A_{k}^{b_{k}}$ with $\mathcal{I}, n \models[\mathbb{A}=c]$ iff the value of $\mathbb{A}$ is $c$ (provided that $\mathbb{A}$ is well-defined);
$-[\mathbb{A}<c]=\bigvee_{\substack{k \geq i \geq 1 \\ b_{i}=1}}\left(A_{i}^{0} \wedge \bigwedge_{j=i+1}^{k} A_{j}^{b_{j}}\right)$ with $\mathcal{I}, n \models[\mathbb{A}<c]$ iff the value of $\mathbb{A}$ is smaller than $c$ (provided that $\mathbb{A}$ is well-defined);
$-[\mathbb{A}>c]=\underset{\substack{k \geq i \geq 1 \\ b_{i}=0}}{ }\left(A_{i}^{1} \wedge \bigwedge_{j=i+1}^{k} A_{j}^{b_{j}}\right)$ with $\mathcal{I}, n \models[\mathbb{A}>c]$ iff the value of $\mathbb{A}$ is greater than $c$ (provided that $\mathbb{A}$ is well-defined).
We regard the set $\left(\bigcirc_{F} \mathbb{A}\right)=\left\{\bigcirc_{F} A_{j}^{i} \mid i=0,1, j=1, \ldots, k\right\}$ as another counter that stores at $n$ in $\mathcal{I}$ the value stored by $\mathbb{A}$ at $n+1$ in $\mathcal{I}$. This allows us to use formulas such as $\left[\mathbb{A}>c_{1}\right] \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=c_{2}\right]$, which says that if the value of $\mathbb{A}$ at $n$ in $\mathcal{I}$ is greater than $c_{1}$, then the value of $\mathbb{A}$ at $n+1$ in $\mathcal{I}$ is $c_{2}$.

Given two counters $\mathbb{A}$ and $\mathbb{B}$, we set

$$
\begin{aligned}
& {[\mathbb{A}=\mathbb{B}]=\bigwedge_{j=1}^{k}\left(\left(B_{j}^{0} \rightarrow A_{j}^{0}\right) \wedge\left(B_{j}^{1} \rightarrow A_{j}^{1}\right)\right),} \\
& {[\mathbb{A}=\mathbb{B}+1]=\bigwedge_{i=1}^{k}\left(\left(B_{i}^{0} \wedge B_{i-1}^{1} \wedge \cdots \wedge B_{1}^{1} \rightarrow A_{i}^{1} \wedge A_{i-1}^{0} \wedge \cdots \wedge A_{1}^{0}\right) \wedge\right.} \\
& \left.\bigwedge_{j<i}\left(\left(B_{i}^{0} \wedge B_{j}^{0} \rightarrow A_{i}^{0}\right) \wedge\left(B_{i}^{1} \wedge B_{j}^{0} \rightarrow A_{i}^{1}\right)\right)\right)
\end{aligned}
$$

We have $\mathcal{I}$, $n \models[\mathbb{A}=\mathbb{B}]$ iff the values of $\mathbb{A}$ and $\mathbb{B}$ at $n$ in $\mathcal{I}$ coincide, and $\mathcal{I}$, $n \models[\mathbb{A}=\mathbb{B}+1]$ iff the value of $\mathbb{A}$ at $n$ is equal to the value of $\mathbb{B}$ at $n$ plus one. In a similar way, we define the formula $[\mathbb{A}=\mathbb{B}-1]$.

- Theorem 16. For any $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$, deciding $\mathcal{L}$-rewritability of $L T L_{\text {horn }}^{\bigcirc}$ Boolean or specific OMAQs over $\Xi$-ABoxes is EXPSPACE-hard.

Proof. Consider a deterministic Turing machine $\boldsymbol{M}$ with exponential space bound, which behaves as described in the proof of Theorem 8 . Given an input word $\boldsymbol{x}=x_{1} \ldots x_{n}$, let $N$ be the space needed for the computation of $\boldsymbol{M}$ on $\boldsymbol{x}$, and let $N^{\prime}$ be the first prime exceeding $N+1$ and such that $N^{\prime} \neq \pm 1 \bmod 10$. Our aim is to construct $L T L_{\text {horn }}^{\bigcirc}$ ontologies $\mathcal{O}_{<}, \mathcal{O}_{\equiv}$ and $\mathcal{O}_{\text {MOD }}$ of polynomial size that simulate the exponential-size, $O\left(N^{\prime}\right)$, DFAs $\mathfrak{A}_{<}, \mathfrak{A}_{\equiv}$ and $\mathfrak{A}_{\text {MOD }}$ from the proof Theorem 8, whose languages are $\mathcal{L}$-definable (for the corresponding $\mathcal{L}$ ) iff $\boldsymbol{M}$ rejects $\boldsymbol{x}$.

First we define $\mathcal{O}_{<}$. Let $k=\left\lceil\log _{2} N^{\prime}\right\rceil+1$.
The ontology $\mathcal{O}_{<}$uses the following atomic concepts: the symbols in $\Sigma^{\prime \prime}$ from the proof of Theorem $8, S, Q_{0}, Q_{1}, Q_{a}, Q_{a b}, P_{a}$ for $a, b \in \Sigma^{\prime}, F, X, Y$, and $F_{\text {end }}$; we also use counters $\mathbb{A}$ and $\mathbb{L}$ with atomic concepts $A_{j}^{i}$ and $L_{j}^{i}$, for $i=0,1, j=1, \ldots, k$. Set $\Xi=\Sigma^{\prime \prime} \cup\{X, Y\}$, where $\Sigma^{\prime \prime}$ is defined in the proof of Theorem 8.

In the DFA $\mathfrak{A}_{i}$, we represent

- each state $q_{y}^{j}$ of $\mathfrak{A}_{i}$ as $[\mathbb{A}=i] \wedge Q_{y} \wedge[\mathbb{L}=j] ;$
- each state $p_{a}^{j}$ of $\mathfrak{A}_{i}$ as $[\mathbb{A}=i] \wedge P_{a} \wedge[\mathbb{L}=j] ;$
- $f_{i}$ as $[\mathbb{A}=i] \wedge F ;$
$-s_{i}$ as $[\mathbb{A}=i] \wedge S$.
To make the ontology $\mathcal{O}_{<}$simulate the automaton $\mathfrak{A}_{<}$(see Lemma 17) we require the following axioms (which are equivalent to polynomially-many $L T L_{\text {horn }}^{\circ}$ axioms):
- $a \wedge b \rightarrow \perp$, for $a, b \in \Xi ;$
$-X \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} S$ to simulate the initial state of $\mathfrak{A}_{<}$;
- $[\mathbb{A}=0] \wedge S \wedge Y \rightarrow F_{\text {end }}$ to simulate the accepting state of $\mathfrak{A}_{<} ;$
- the axioms

$$
\begin{aligned}
& {[\mathbb{A}=0] \wedge S \wedge a_{1} \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} Q_{0} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=\mathbb{A}\right],} \\
& {\left[\mathbb{A}<N^{\prime}-1\right] \wedge F \wedge a_{2} \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}+1\right] \wedge \bigcirc_{F} S,} \\
& {\left[\mathbb{A}=N^{\prime}-1\right] \wedge F \wedge a_{2} \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} S}
\end{aligned}
$$

describing the behaviour of $\mathfrak{A}_{<}$in states $s_{i}$ and $f_{i}$;

- the axioms

$$
\begin{aligned}
& {[\mathbb{A}=0] \wedge Q_{0} \wedge[\mathbb{L}=0] \wedge \sharp \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} Q_{0} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=1\right],} \\
& {[\mathbb{A}=0] \wedge Q_{0} \wedge[\mathbb{L}=1] \wedge\left(q_{1}, x_{1}\right) \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} Q_{0} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=2\right],} \\
& {[\mathbb{A}=0] \wedge Q_{0} \wedge[\mathbb{L}=n] \wedge x_{n} \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} Q_{0} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=n+1\right],} \\
& {[\mathbb{A}=0] \wedge Q_{0} \wedge[\mathbb{L}>n] \wedge[\mathbb{L}<N+1] \wedge \mathrm{b} \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} Q_{0} \wedge\left[\left(O_{F} \mathbb{L}\right)=\mathbb{L}+1\right],} \\
& {[\mathbb{A}=0] \wedge Q_{0} \wedge[\mathbb{L}=N+1] \wedge \sharp \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} Q_{1} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=1\right],} \\
& {[\mathbb{A}=0] \wedge Q_{1} \wedge[\mathbb{L}=1] \wedge a \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} Q_{1} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=0\right], \quad \text { for } a \neq\left(q_{a c c}, \mathbf{b}\right), \sharp,} \\
& {[\mathbb{A}=0] \wedge Q_{1} \wedge[\mathbb{L}=0] \wedge a \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} Q_{1} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=0\right], \quad \text { for } a \neq \sharp,} \\
& {[\mathbb{A}=0] \wedge Q_{1} \wedge[\mathbb{L}=0] \wedge \sharp \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} Q_{1} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=1\right],} \\
& {[\mathbb{A}=0] \wedge Q_{1} \wedge[\mathbb{L}=1] \wedge\left(q_{a c c}, \mathrm{~b}\right) \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge \bigcirc_{F} Q_{1} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=2\right],} \\
& \left.[\mathbb{A}=0] \wedge Q_{1} \wedge[\mathbb{L}>1] \wedge[\mathbb{L}<N+1] \wedge \mathrm{b} \rightarrow\left[\left(\mathrm{O}_{F} \mathbb{A}\right)=0\right] \wedge \mathrm{O}_{F} Q_{1} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=\mathbb{L}+1\right)\right], \\
& {[\mathbb{A}=0] \wedge Q_{1} \wedge[\mathbb{L}=N+1] \wedge b \rightarrow[\mathbb{A}=0] \wedge \bigcirc_{F} F}
\end{aligned}
$$

describing the transitions of $\mathfrak{A}_{0}$;

- the axioms for $a, b, c \in \Sigma^{\prime} \backslash\{b\}, b, c \neq \sharp$
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{0} \wedge[\mathbb{L}>1] \wedge a \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} Q_{0} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=\mathbb{L}-1\right]$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{0} \wedge[\mathbb{L}=1] \wedge a \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} Q_{a} \wedge \bigcirc_{F}[\mathbb{L}=0]$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{a} \wedge[\mathbb{L}=0] \wedge b \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} Q_{a b} \wedge \bigcirc_{F}[\mathbb{L}=1]$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{a b} \wedge[\mathbb{L}=1] \wedge c \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} Q_{z_{a b c}} \wedge \bigcirc_{F}[\mathbb{L}=2]$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{a b} \wedge[\mathbb{L}=1] \wedge \sharp \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} P_{z_{a b}} \wedge \bigcirc_{F}[\mathbb{L}=2]$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{a} \wedge[\mathbb{L}>1] \wedge[\mathbb{L}<N] \wedge b \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} Q_{a} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=\mathbb{L}+1\right]$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{a} \wedge[\mathbb{L}>1] \wedge[\mathbb{L}<N] \wedge \sharp \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} P_{a} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=\mathbb{L}+1\right]$
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge P_{a} \wedge[\mathbb{L}>1] \wedge[\mathbb{L}<N] \wedge b \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} P_{a} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=\mathbb{L}+1\right]$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge P_{a} \wedge[\mathbb{L}=N] \wedge b \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} Q_{b a} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=0\right]$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{a} \wedge[\mathbb{L}=N] \wedge \sharp \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} Q_{\sharp a} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=0\right]$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{a b} \wedge[\mathbb{L}=0] \wedge b \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} Q_{a b} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=1\right]$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{b} \wedge[\mathbb{L}<N+1] \wedge b \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} F$,
$[\mathbb{A}>0] \wedge[\mathbb{A}<N+1] \wedge Q_{b c} \wedge[\mathbb{L}=1] \wedge b \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} F$,
simulating the transitions of $\mathfrak{A}_{i}$, for $0<i \leq N+1$;
- the axioms
$[\mathbb{A}>N+1] \wedge\left[\mathbb{A}<N^{\prime}+1\right] \wedge Q_{0} \wedge a \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} Q_{0} \wedge\left[\left(\bigcirc_{F} \mathbb{L}\right)=\mathbb{L}\right]$, for $a \neq b$,
$[\mathbb{A}>N+1] \wedge\left[\mathbb{A}<N^{\prime}+1\right] \wedge Q_{0} \wedge b \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} F$
simulating the transitions of $\mathfrak{A}_{i}$, for $N+1 \leq i \leq N^{\prime}$.
Next, we define the ontology $\mathcal{O}_{\equiv}$ by adding to $\mathcal{O}_{<}$the axiom

$$
\left[\mathbb{A}<N^{\prime}+1\right] \wedge S \wedge \emptyset \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{A}\right] \wedge \bigcirc_{F} S
$$

simulating the $\downarrow$-transitions in $\mathfrak{A}_{\equiv}$. We also we extend $\Xi$ with the atomic concept $\bigsqcup$. To define the ontology $\mathcal{O}_{\text {MOD }}$ more work is needed. First, we extend $\mathcal{O}$ < with

- the following axioms regarding $\mathfrak{A}_{N^{\prime}}$ :

$$
\begin{aligned}
& {\left[\mathbb{A}=N^{\prime}\right] \wedge S \wedge a_{1} \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=N^{\prime}\right] \wedge \bigcirc_{F} Q_{0},} \\
& {\left[\mathbb{A}=N^{\prime}\right] \wedge F \wedge a_{2} \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=N^{\prime}\right] \wedge \bigcirc_{F} S,}
\end{aligned}
$$

- the following axioms handling h :

$$
\begin{aligned}
& {[\mathbb{A}=0] \wedge S \wedge \natural \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=N^{\prime}\right] \wedge \bigcirc_{F} S,} \\
& {\left[\mathbb{A}=N^{\prime}\right] \wedge S \wedge \natural \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=0\right] \wedge S} \\
& {[\mathbb{A}>0] \wedge\left[\mathbb{A}<N^{\prime}\right] \wedge S \wedge \mathfrak{\natural} \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=\mathbb{J}\right] \wedge \bigcirc_{F} S .}
\end{aligned}
$$

Here, $\mathbb{J}$ is a new counter that stores the value $j=-1 / i$ in the field $\mathbb{F}_{N^{\prime}}$, which is required to make sure that, for $i \neq 0, N^{\prime}$, we have

$$
\mathcal{O}_{\mathrm{MOD}} \models[\mathbb{A}=i] \wedge S \wedge \natural \rightarrow\left[\left(\bigcirc_{F} \mathbb{A}\right)=j\right] \wedge \bigcirc_{F} S
$$

We achieve this as follows. We compute the number $r$ such that $i r=1 \bmod N^{\prime}$ using the following modified version of Penk's algorithm; see, e.g., [38, Exercise 4.5.2.39]. The algorithm starts with $u=N^{\prime}, v=i, r=0, s=1$. In the course of the algorithm, $u$ and $v$ decrease, with the following conditions being met: $\operatorname{GCD}(u, v)=1, u=r i \bmod N^{\prime}$, and $v=$ si $\bmod N^{\prime}$. The algorithm repeats the following steps until $v=0$ :

- if $v$ is even, replace it with $v / 2$, and replace $s$ with either $s / 2$ or $\left(s+N^{\prime}\right) / 2$, whichever is a whole number;
- if $u$ is even, replace it with $u / 2$, and replace $r$ with either $r / 2$ or $\left(r+N^{\prime}\right) / 2$, whichever is a whole number;
- if $u, v$ are odd and $u>v$, replace $u$ with $(u-v) / 2$ and $r$ with either $(r-s) / 2$ or $\left(r-s+N^{\prime}\right) / 2$, whichever is a whole number;
- if $u, v$ are odd and $v \geq u$, replace $v$ with $(v-u) / 2$ and $s$ with either $(s-r) / 2$ or $\left(s-r+N^{\prime}\right) / 2$, whichever is a whole number.
The binary length of the larger of $u$ and $v$ is reduced by at least one bit, guaranteeing that the procedure terminates in at most $2 k$ iterations while maintaining the conditions. At termination, $v=0$ as otherwise a reduction is still possible. If $u=1$, we get $1=\operatorname{rimod} N^{\prime}$ and $r=1 / i$ in the field $\mathbb{F}_{N^{\prime}}$, so we can set $j=N^{\prime}-r$.

For two counters $\mathbb{X}$ and $\mathbb{Y}$, set

$$
[\mathbb{X}=\mathbb{Y} / 2]=X_{k}^{0} \wedge \bigwedge_{l=2}^{k}\left(\left(Y_{l}^{0} \rightarrow X_{l-1}^{0}\right) \wedge\left(Y_{l}^{1} \rightarrow X_{l-1}^{1}\right)\right) .
$$

We have $\mathcal{I}, n \models[\mathbb{X}=\mathbb{Y} / 2]$ iff the values $x$ of $\mathbb{X}$ and $y$ of $\mathbb{Y}$ at $n$ in $\mathcal{I}$ satisfy $x=\lfloor y / 2\rfloor$. We define three new counters $\mathbb{C}_{\overline{X Y}}^{=}, \mathbb{C}_{\mathbb{X Y}}^{-}$, and $\mathbb{C}_{\mathbb{X Y}}^{+}$, which come with the following axioms, for all $\iota_{1}, \iota_{2}, \iota_{3} \in\{0,1\}$, that should be added to the ontology:

$$
\begin{array}{ll}
X_{i}^{\iota_{1}} \wedge Y_{i}^{\iota_{2}} \rightarrow\left(C_{\mathbb{X Y}}^{=}\right)_{i}^{\left(\iota_{1}+\iota_{2}+1\right) \bmod 2}, & \text { for all } i \in[1, k], \\
X_{1}^{\iota_{1}} \wedge Y_{1}^{\iota_{2}} \rightarrow\left(C_{\mathbb{X Y}}^{+}\right)_{1}^{0}, & \text { for all } i \in[2, k], \\
X_{i-1}^{\iota_{1}} \wedge Y_{i-1}^{\iota_{2}} \wedge\left(C_{\mathbb{X Y}}^{+}\right)_{i-1}^{\iota_{3}} \rightarrow\left(C_{\mathbb{X Y}}^{+}\right)_{i}^{\left(\iota_{1} \iota_{2}+\iota_{1} \iota_{3}+\iota_{2} \iota_{3}\right) \bmod 2}, & \\
X_{1}^{\iota_{1}} \wedge Y_{1}^{\iota_{2}} \rightarrow\left(C_{\mathbb{X Y}}^{-}\right)_{1}^{0}, & \text { for all } i \in[2, k] . \\
X_{i-1}^{\iota_{1}} \wedge Y_{i-1}^{\iota_{2}} \wedge\left(C_{\mathbb{X Y}}^{-}\right)_{i-1}^{\iota_{3}} \rightarrow\left(C_{\mathbb{X Y}}^{-}\right)_{i}^{\left(\iota_{1} \iota_{2}+\iota_{1} \iota_{3}+\iota_{2} \iota_{3}+\iota_{2}+\iota_{3}\right) \bmod 2}, &
\end{array}
$$

Define the following formulas, where $\mathbb{W}$ is some counter:

$$
\begin{gathered}
{[\mathbb{X}>\mathbb{Y}]=\bigvee_{i=1}^{k}\left(X_{i}^{1} \wedge Y_{i}^{0} \wedge \bigwedge_{j=i+1}^{k}\left(C_{\mathbb{X} Y}^{=}\right)_{i}^{1}\right)} \\
{[\mathbb{X} \geq \mathbb{Y}]=[\mathbb{X}>\mathbb{Y}] \vee \bigwedge_{i=1}^{k}\left(C_{\mathbb{X} \mathbb{Y}}^{=}\right)_{i}^{1}} \\
{[\mathbb{W}=\mathbb{X}+\mathbb{Y}]=\bigwedge_{i=1}^{k} \bigwedge_{\iota_{1,2,3} \in\{0,1\}}^{k}\left(X_{i}^{\iota_{1}} \wedge Y_{i}^{\iota_{2}} \wedge\left(C_{\mathbb{X Y}}^{+}\right)_{i}^{\iota_{3}} \rightarrow W_{i}^{\iota_{1}+\iota_{2}+\iota_{3} \bmod 2}\right)} \\
{[\mathbb{W}=\mathbb{X}-\mathbb{Y}]=\bigwedge_{i=1}^{k} \bigwedge_{\iota_{1,2,3} \in\{0,1\}}\left(X_{i}^{\iota_{1}} \wedge Y_{i}^{\iota_{2}} \wedge\left(C_{\mathbb{X} \mathbb{Y}}^{-}\right)_{i}^{\iota_{3}} \rightarrow W_{i}^{\iota_{1}+\iota_{2}+\iota_{3} \bmod 2}\right)}
\end{gathered}
$$

We have $\mathcal{I}, n \models[\mathbb{X}>\mathbb{Y}], \mathcal{I}, n \models[\mathbb{X} \geq \mathbb{Y}], \mathcal{I}, n \models[\mathbb{W}=\mathbb{X}+\mathbb{Y}]$, or $\mathcal{I}, n \models[\mathbb{W}=\mathbb{X}-\mathbb{Y}]$ iff the values $x$ of $\mathbb{X}, y$ of $\mathbb{Y}$, and $w$ of $\mathbb{W}$ at $n$ in $\mathcal{I}$ satisfy, respectively, the following conditions: $x>y, x \geq y,\left(x+y<2^{k}\right) \rightarrow(w=x+y)$, or $(x>y) \rightarrow(w=x-y)$.

In our ontology $\mathcal{O}_{\text {MOD }}$, we use counters $\mathbb{U}_{l}, \mathbb{V}_{l}, \mathbb{R}_{l}, \mathbb{R}_{l}^{+}, \mathbb{R}_{l}^{-}, \mathbb{S}_{l}, \mathbb{S}_{l}^{-}, \mathbb{S}_{l}^{+}, \mathbb{D}_{l}, \mathbb{G}_{l}, \mathbb{H}_{l}$, for $l \in[0, \ldots, 2 k]$, along with some auxiliary counters $\mathbb{C}_{X \mathbb{Y}}$. Intuitively, the counters with the index $l$ hold the values of the corresponding expressions after the $l$-th step of the algorithm according to the table below:

| $\mathbb{U}_{l}, \mathbb{V}_{l}, \mathbb{R}_{l}, \mathbb{S}_{l}$ | $u, v, r, s$ |
| :--- | :--- |
| $\mathbb{R}_{l}^{+}, \mathbb{S}_{l}^{+}$ | $r+N^{\prime}, s+N^{\prime}$ |
| $\mathbb{R}_{l}^{-}, \mathbb{S}_{l}^{-}$ | $-r \bmod N^{\prime},-s \bmod N^{\prime}$ |
| $\mathbb{D}_{l}$ | $\|u-v\|$ |
| $\mathbb{G}_{l}$ | the even number from the pair $\left((r-s) \bmod N^{\prime}\right),\left((r-s) \bmod N^{\prime}\right)+N^{\prime}$ |
| $\mathbb{H}_{l}$ | the even number from the pair $\left((s-r) \bmod N^{\prime}\right),\left((s-r) \bmod N^{\prime}\right)+N^{\prime}$ |

We add the following axioms (simulating the algorithm above) to the ontology $\mathcal{O}_{\text {MOD }}$ constructed so far:

$$
\begin{aligned}
& {\left[\mathbb{A}^{\prime}>0\right] \wedge\left[\mathbb{A}<N^{\prime}\right] \wedge S \wedge \natural \rightarrow\left[\mathbb{U}_{0}=N^{\prime}\right] \wedge\left[\mathbb{V}_{0}=\mathbb{A}\right] \wedge\left[\mathbb{R}_{0}=0\right] \wedge\left[\mathbb{S}_{0}=1\right],} \\
& {\left[\mathbb{U}_{l}>\mathbb{V}_{l}\right] \rightarrow\left[\mathbb{D}_{l}=\mathbb{U}_{l}-\mathbb{V}_{l}\right],} \\
& {\left[\mathbb{V}_{l} \geq \mathbb{U}_{l}\right] \rightarrow\left[\mathbb{D}_{l}=\mathbb{V}_{l}-\mathbb{U}_{l}\right],} \\
& {\left[\mathbb{R}_{l}^{+}=\mathbb{R}_{l}+\mathbb{U}_{0}\right] \wedge\left[\mathbb{R}_{l}^{-}=\mathbb{U}_{0}-\mathbb{R}_{l}\right] \wedge\left[\mathbb{S}_{l}^{+}=\mathbb{S}_{l}+\mathbb{U}_{0}\right] \wedge\left[\mathbb{S}_{l}^{-}=\mathbb{U}_{0}-\mathbb{S}_{l}\right],} \\
& {\left[\mathbb{R}_{l} \geq \mathbb{S}_{l}\right] \wedge\left(\left(\left(R_{l}\right)_{1}^{0} \wedge\left(S_{l}\right)_{1}^{0}\right) \vee\left(\left(R_{l}\right)_{1}^{1} \wedge\left(S_{l}\right)_{1}^{1}\right)\right) \rightarrow\left[\mathbb{G}_{l}=\mathbb{R}_{l}-\mathbb{S}_{l}\right] \wedge\left[\mathbb{H}_{l}=\mathbb{S}_{l}^{+}+\mathbb{R}_{l}^{-}\right],} \\
& {\left[\mathbb{R}_{l} \geq \mathbb{S}_{l}\right] \wedge\left(\left(\left(R_{l}\right)_{1}^{1} \wedge\left(S_{l}\right)_{1}^{0}\right) \vee\left(\left(R_{l}\right)_{1}^{0} \wedge\left(S_{l}\right)_{1}^{1}\right)\right) \rightarrow\left[\mathbb{G}_{l}=\mathbb{R}_{l}+\mathbb{S}_{l}^{-}\right] \wedge\left[\mathbb{H}_{l}=\mathbb{S}_{l}^{+}-\mathbb{R}_{l}\right],} \\
& {\left[\mathbb{S}_{l}>\mathbb{R}_{l}\right] \wedge\left(\left(\left(R_{l}\right)_{1}^{0} \wedge\left(S_{l}\right)_{1}^{0}\right) \vee\left(\left(R_{l}\right)_{1}^{1} \wedge\left(S_{l}\right)_{1}^{1}\right)\right) \rightarrow\left[\mathbb{G}_{l}=\mathbb{R}_{l}^{+}+\mathbb{S}_{l}^{-}\right] \wedge\left[\mathbb{H}_{l}=\mathbb{S}_{l}-\mathbb{R}_{l}\right],} \\
& {\left[\mathbb{S}_{l}>\mathbb{R}_{l}\right] \wedge\left(\left(\left(R_{l}\right)_{1}^{1} \wedge\left(S_{l}\right)_{1}^{0}\right) \vee\left(\left(R_{l}\right)_{1}^{0} \wedge\left(S_{l}\right)_{1}^{1}\right)\right) \rightarrow\left[\mathbb{G}_{l}=\mathbb{R}_{l}^{+}-\mathbb{S}_{l}\right] \wedge\left[\mathbb{H}_{l}=\mathbb{S}_{l}+\mathbb{R}_{l}^{-}\right],} \\
& {\left[\mathbb{V}_{l}>0\right] \wedge\left(V_{l}\right)_{1}^{0} \wedge\left(S_{l}\right)_{1}^{0} \rightarrow\left[\mathbb{U}_{l+1}=\mathbb{U}_{l}\right] \wedge\left[\mathbb{V}_{l+1}=\mathbb{V}_{l} / 2\right] \wedge\left[\mathbb{R}_{l+1}=\mathbb{R}_{l}\right] \wedge\left[\mathbb{S}_{l+1}=\mathbb{S}_{l} / 2\right],} \\
& {\left[\mathbb{V}_{l}>0\right] \wedge\left(V_{l}\right)_{1}^{0} \wedge\left(S_{l}\right)_{1}^{1} \rightarrow\left[\mathbb{U}_{l+1}=\mathbb{U}_{l}\right] \wedge\left[\mathbb{V}_{l+1}=\mathbb{V}_{l} / 2\right] \wedge\left[\mathbb{R}_{l+1}=\mathbb{R}_{l}\right] \wedge\left[\mathbb{S}_{l+1}=\mathbb{S}_{l}^{+} / 2\right],} \\
& \left(V_{l}\right)_{1}^{1} \wedge\left(U_{l}\right)_{1}^{0} \wedge\left(R_{l}\right)_{1}^{0} \rightarrow\left[\mathbb{U}_{l+1}=\mathbb{U}_{l} / 2\right] \wedge\left[\mathbb{V}_{l+1}=\mathbb{V}_{l}\right] \wedge\left[\mathbb{R}_{l+1}=\mathbb{R}_{l} / 2\right] \wedge\left[\mathbb{S}_{l+1}=\mathbb{S}_{l}\right], \\
& \left(V_{l}\right)_{1}^{1} \wedge\left(U_{l}\right)_{1}^{0} \wedge\left(R_{l}\right)_{1}^{1} \rightarrow\left[\mathbb{U}_{l+1}=\mathbb{U}_{l} / 2\right] \wedge\left[\mathbb{V}_{l+1}=\mathbb{V}_{l}\right] \wedge\left[\mathbb{R}_{l+1}=\mathbb{R}_{l}^{+} / 2\right] \wedge\left[\mathbb{S}_{l+1}=\mathbb{S}_{l}\right], \\
& \left(V_{l}\right)_{1}^{1} \wedge\left(U_{l}\right)_{1}^{1} \wedge\left[\mathbb{U}_{l}>\mathbb{V}_{l}\right] \rightarrow\left[\mathbb{U}_{l+1}=\mathbb{D}_{l} / 2\right] \wedge\left[\mathbb{V}_{l+1}=\mathbb{V}_{l}\right] \wedge\left[\mathbb{R}_{l+1}=\mathbb{H}_{l} / 2\right] \wedge\left[\mathbb{S}_{l+1}=\mathbb{S}_{l}\right], \\
& \left(V_{l}\right)_{1}^{1} \wedge\left(U_{l}\right)_{1}^{1} \wedge\left[\mathbb{V}_{l} \geq \mathbb{U}_{l}\right] \rightarrow\left[\mathbb{U}_{l+1}=\mathbb{U}_{l}\right] \wedge\left[\mathbb{V}_{l+1}=\mathbb{D}_{l} / 2\right] \wedge\left[\mathbb{R}_{l+1}=\mathbb{R}_{l}\right] \wedge\left[\mathbb{S}_{l+1}=\mathbb{G}_{j} / 2\right], \\
& {\left[\mathbb{V}_{l}=0\right] \rightarrow\left[\mathbb{J}=\mathbb{R}_{l}^{-}\right] .}
\end{aligned}
$$

Here, as before, $\Xi=\Sigma^{\prime \prime} \cup\{X, Y\}$. We call $\Psi$ a state-formula if it takes one of the following forms: $\left([\mathbb{A}=i] \wedge Q_{y} \wedge[\mathbb{L}=j]\right),\left([\mathbb{A}=i] \wedge P_{a} \wedge[\mathbb{L}=j]\right),([\mathbb{A}=i] \wedge S)$, or $([\mathbb{A}=i] \wedge F)$, in which case we refer to, respectively, $q_{y}^{j}$ of $\mathfrak{A}_{i}, p_{a}^{j}$ of $\mathfrak{A}_{i}, s_{i}$, or $f_{i}$ as the state corresponding to $\Psi$.

For $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$, use $\mathfrak{A}_{\mathcal{L}}$ and $\mathcal{O}_{\mathcal{L}}$ to denote the corresponding automaton and ontology defined above.

- Lemma 17. Let $\mathcal{A}$ be a $\Xi$-ABox and let $\Psi$ be a state-formula. Then the following hold:
(i) $\mathcal{A}$ is inconsistent with $\mathcal{O}_{\mathcal{L}}$ iff there is i such that $a(i), b(i) \in \mathcal{A}$ for different $a, b \in \Xi$.
(ii) If $\mathcal{A}$ is consistent with $\mathcal{O}_{\mathcal{L}}$, then $\mathcal{O}_{\mathcal{L}}, \mathcal{A} \models \Psi(l)$ iff $\mathcal{A}$ contains a subset of the form

$$
\begin{equation*}
\left\{X(l-m-1), a_{1}(l-m), a_{2}(l-m+1), a_{3}(l-m+2), \ldots, a_{m}(l-1)\right\}, \tag{27}
\end{equation*}
$$

where $m \geq 0, a_{h} \in \Sigma^{\prime \prime}$ for all $h \in[1, m]$, and $\mathfrak{A}_{\mathcal{L}}$, having read the word $a_{1} \ldots a_{m}$, is in the state corresponding to $\Psi$.

Proof. ( $i$ ) This is so because the only axiom that can lead to inconsistency is $\left(\star_{1}\right)$ and, for consistent $\mathcal{A}$ and $\mathcal{O}_{\mathcal{L}}, b \in \Xi$ and $n \in \mathbb{Z}$, we have $\mathcal{O}, \mathcal{A} \models b(n)$ iff $b(n) \in \mathcal{A}$.
(ii) $(\Leftarrow)$ If there is such a subset of $\mathcal{A}$, then $\mathcal{O}_{\mathcal{L}}, \mathcal{A} \models([\mathbb{A}=0] \wedge S)(l-m)$. One can check by induction on $j$ that if the automaton is in a state $q$ after reading $a_{1} \ldots a_{j-1}$, then $\mathcal{O}, \mathcal{A} \models \Psi^{\prime}(l-m+j)$, where $q$ is the state corresponding to the state-formula $\Psi^{\prime}$.
$(\Rightarrow)$ If $\mathcal{O}_{\mathcal{L}}, \mathcal{A} \models A_{j_{1}}^{\iota_{1}}(l)$, for some $A_{j_{1}}^{\iota_{1}} \in \mathbb{A}$, then $\mathcal{O}_{\mathcal{L}}, \mathcal{A} \models b(l-1)$, for some $b \in \Xi$. There are two possibilities: either $b=X$ or $b \in \Sigma^{\prime \prime}$ and there is $A_{j_{2}}^{\iota_{2}} \in \mathbb{A}$ such that $\mathcal{O}_{\mathcal{L}}, \mathcal{A} \models A_{j_{2}}^{\iota_{2}}(l-1)$. Therefore there is a unique subset of $\mathcal{A}$ of the form (27). By induction on $j \in[1, m+1]$ we can prove that there is a unique state-formula $\Psi_{j}$ such that $\mathcal{O}_{\mathcal{L}}, \mathcal{A} \models \Psi_{j}(l-m+j)$ and it corresponds to the state $\mathfrak{A}_{\mathcal{L}}$ is in after reading $a_{1} \ldots a_{j-1}$.

- Lemma 18. For $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$, the $L T L_{\text {horn }}^{\circ} O M A Q\left(\mathcal{O}_{\mathcal{L}}, F_{\text {end }}\right)$ is $\mathcal{L}$-rewritable over $\Xi$-ABoxes iff the language $\boldsymbol{L}\left(\mathfrak{A}_{\mathcal{L}}\right)$ is $\mathcal{L}$-definable.

Proof. $(\Rightarrow)$ For $w=a_{1} \ldots a_{m} \in \Sigma^{\prime \prime}$, let $\mathcal{A}_{w}=\left\{X(0), a_{1}(1), \ldots, a_{m}(m), Y(m+1)\right\}$. By Lemma 17 and $\left(\star_{2}\right)$, we see that $w \in \boldsymbol{L}\left(\mathfrak{A}_{\mathcal{L}}\right)$ iff the answer to $\left(\mathcal{O}_{\mathcal{L}}, F_{\text {end }}\right)$ over $\mathcal{A}_{w}$ is yes.
$(\Leftarrow)$ Suppose $\boldsymbol{L}\left(\mathfrak{A}_{\mathcal{L}}\right)$ is $\mathcal{L}$-definable and $\mathcal{A}$ is a $\Xi$-ABox. If the certain answer to $\left(\mathcal{O}_{\mathcal{L}}, F_{\text {end }}\right)$ is yes, then either $\mathcal{A}$ is inconsistent with $\mathcal{O}_{\mathcal{L}}$, or $\mathcal{O}_{\mathcal{L}}, \mathcal{A} \models([\mathbb{A}=0] \wedge S \wedge Y)(x)$ for some $x$. By Lemma $17(i)$, inconsistency is $\mathcal{L}$-definable. Suppose that $\mathcal{A}$ is consistent with $\mathcal{O}_{\mathcal{L}}$. If $\mathcal{O}_{\mathcal{L}}, \mathcal{A} \models([\mathbb{A}=0] \wedge S \wedge Y)(x)$ then $\mathcal{A}$ contains a subset of the form

$$
\left\{X(i-1), a_{1}(i), a_{2}(i+1), a_{3}(i+2), \ldots, a_{k-i}(k-1), Y(k)\right\}
$$

with $a_{1} a_{2} \ldots a_{k-i} \in \boldsymbol{L}\left(\mathfrak{A}_{\mathcal{L}}\right)$. As $\boldsymbol{L}\left(\mathfrak{A}_{\mathcal{L}}\right)$ is definable by an $\mathcal{L}$-formula this condition is also $\mathcal{L}$-definable.

Theorem 16 is a direct consequence of Lemma 18 and the properties of $\mathfrak{A}_{\mathcal{L}}$.

- Theorem 19. For any $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$, deciding $\mathcal{L}$-rewritability of Boolean and specific LTL $L_{\text {krom }}^{\circ}$ OMPEQs over $\Xi$-ABoxes is ExpSPACE-complete.

Proof. The upper bound follows from Proposition 5 and Theorem 8. We show the matching lower bound by reduction of $L T L_{\text {horn }}^{\circ}$ OMAQs to $L T L_{\text {krom }}^{\circ}$ OMPEQs and using Theorem 16 . Consider an $L T L_{\text {horn }}^{\circ}$ OMAQ $\boldsymbol{q}=(\mathcal{O}, A)$. We can assume that all of the axioms in $\mathcal{O}$ take the form $\boldsymbol{C} \rightarrow \perp$ or $\boldsymbol{C} \rightarrow B$, for some $\boldsymbol{C}=C_{1} \wedge \cdots \wedge C_{n}$ and an atomic concept $B$. We construct an $L T L_{\text {krom }}^{\circ}$ OMPQ $\boldsymbol{q}^{\prime}=\left(\mathcal{O}^{\prime}, \varkappa\right)$ that is $\mathcal{L}$-rewritable over $\Xi$-ABoxes iff $\boldsymbol{q}$ is
$\mathcal{L}$-rewritable. Using the atomic concepts $\{B, \bar{B} \mid B \in \operatorname{sig}(\boldsymbol{q})\}$, we define $\mathcal{O}^{\prime}$ to contain the axioms $B \wedge \bar{B} \rightarrow \perp$ and $\top \rightarrow B \vee \bar{B}$, for all $B \in \operatorname{sig}(\boldsymbol{q})$, and set

$$
\varkappa=A \vee \underset{\boldsymbol{C} \rightarrow \perp \text { in } \mathcal{O}}{ } \diamond_{F} \diamond_{P} \boldsymbol{C} \vee \bigvee_{\boldsymbol{C} \rightarrow B \text { in } \mathcal{O}} \diamond_{F} \diamond_{P}(\boldsymbol{C} \wedge \bar{B})
$$

It is readily seen that, for any $\Xi$ - $\operatorname{ABox} \mathcal{A}$, the certain answer to $\boldsymbol{q}$ over $\mathcal{A}$ is yes iff the answer to $\boldsymbol{q}^{\prime}$ over $\mathcal{A}$ is yes, and $k$ is a certain answer to $\boldsymbol{q}(x)$ over $\mathcal{A}$ iff it is also a certain answer to $\boldsymbol{q}^{\prime}(x)$. It follows that $\boldsymbol{q}^{\prime}$ is $\mathcal{L}$-rewritable over $\Xi$-ABoxes iff $\boldsymbol{q}$ is $\mathcal{L}$-rewritable.

## 6 Deciding $\mathcal{L}$-rewritability of linear positive $L T L_{\text {horn }}^{\circ}$ OMQs

As well known, deciding FO-rewritability of (classical) monadic datalog queries is 2ExpTiMEcomplete [12,24], which goes down to PSPACE-complete for the important class of linear monadic queries [24,54].

In this section, we focus on linear $L T L_{\text {horn }}^{\circ}$ OMPQs. First, in Section 6.1, for any linear $L T L_{\text {horn }}^{\circ}$ OMAQ $\boldsymbol{q}$, we construct in polynomial space a DFA $\mathfrak{A}^{\prime}$ such that $\boldsymbol{q}$ is $\mathcal{L}$-rewritable iff $\boldsymbol{L}\left(\mathfrak{A}^{\prime}\right)$ is $\mathcal{L}$-definable, for any $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$. So, by Theorem 11, deciding $\mathcal{L}$-rewritability of linear $L T L_{\text {horn }}^{\circ}$ OMAQs $\boldsymbol{q}$ can be done in PSpace. An essential part of this proof is the construction of a (polynomial-size) 2NFA $\mathfrak{A}_{\boldsymbol{q}}^{\Xi}$ that recognises a certain encoding of the language of $\boldsymbol{q}$. Further in this section, we show that any DFA can be simulated by a linear $L T L_{\text {horn }}^{\bigcirc}$ OMAQ, which gives a PSpace lower bound for deciding $\mathcal{L}$-rewritability. In Section 6.2 , we give semantic criteria of $\mathcal{L}$-rewritiability, for $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv)\}$, of $L T L_{\text {horn }}^{\bigcirc}$ OMPQs and a PSPACE algorithm for checking their $\mathcal{L}$-rewritability, which is based on the 2NFA $\mathfrak{A}_{\boldsymbol{q}}^{\Xi}$.

### 6.1 Linear OMAQs

Theorem 20. For any $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$, deciding $\mathcal{L}$-rewritability of linear LTL horn $O M A Q$ s over $\Xi$-ABoxes can be done in PSPACE.

Proof. By $(i)$ of Lemma 14 and Proposition 15, it suffices to prove this result for Boolean OMAQs in the given class without occurrences of $\perp$. Let $\boldsymbol{q}=(\mathcal{O}, B)$ be such an OMAQ and $\Xi$ a signature. By possibly adding new IDB predicates, we convert $\mathcal{O}$ to the form with axioms of two types:
$\left(\varrho_{1}\right) C_{1} \wedge \cdots \wedge C_{k} \rightarrow A^{\prime}$,
$\left(\varrho_{2}\right) C_{1} \wedge \cdots \wedge C_{k} \wedge \bigcirc^{i} A \rightarrow A^{\prime}$,
where $k \geq 0, C_{1}, \ldots, C_{k}$ contain no IDB atomic concepts, $A, A^{\prime} \in i d b(\mathcal{O}), i \in\{-1,0,1\}$, and

$$
\bigcirc^{j} A= \begin{cases}A, & \text { if } j=0 \\ \underbrace{\bigcirc_{P} \ldots \bigcirc_{P}}_{j} A, & \text { if } j<0 \\ \underbrace{\bigcirc_{F} \ldots \bigcirc_{F}}_{j} A, & \text { if } j>0\end{cases}
$$

First, we define a quadruple $\mathfrak{A}_{\overline{\mathcal{O}}}^{\Xi}=\left(2^{\Xi}, Q,\left\{q_{0}\right\}, \delta\right)$ (which is in essence a 2 NFA without final states), where the set of states $Q=\bigcup_{\varrho \in \mathcal{O}} Q_{\varrho} \cup\left\{q_{0}, q_{h}\right\} \cup\left\{q_{A} \mid A \in i d b(\mathcal{O})\right\}, Q_{0}=\left\{q_{0}\right\}$, and the transition function $\delta=\bigcup_{\varrho \in \mathcal{O}} \delta_{\varrho} \cup\left\{q_{0} \rightarrow_{a, 1} q_{0} \mid a \in 2^{\Xi}\right\}$, where $Q_{\varrho}$ and $\delta_{\varrho}$ are defined as follows. If $\varrho$ is of the form ( $\varrho_{1}$ ) and $C_{i}=\bigcirc^{j_{i}} A_{i}, 1 \leq i \leq k$, then $Q_{\varrho}=\left\{q_{\varrho}\right\} \cup Q_{\varrho}^{\prime}$ and $\delta_{\varrho}=\left\{q_{0} \rightarrow_{a, 0} q_{\varrho} \mid a \in 2^{\Xi}\right\} \cup \delta_{\varrho}^{\prime}$, where $Q_{\varrho}^{\prime}$ and $\delta_{\varrho}^{\prime}$ are described below. If $j_{1}<0$ (the cases
$j_{1}=0$ and $j_{1}>0$ are analogous), then $\delta_{\varrho}^{\prime}$ is such that $\mathfrak{A}_{\mathcal{O}}^{\Xi}$ makes $j_{1}-1$ steps to the left, by reading any symbols from $2^{\Xi}$. After that, if we read any symbol $a$ with $A_{1} \notin a, \mathfrak{A}_{\mathcal{O}}^{\Xi}$ comes to a fixed 'dead-end' state $q_{h}$. Otherwise, it makes $j_{1}-1$ steps to the right (i.e., to where it was originally before executing any transitions for $i=1$ ) and repeats the same process for $C_{2}=\bigcirc^{j_{2}} A_{2}$, etc. After executing the transitions for $C_{k}=\bigcirc^{j_{k}} A_{k}$ and provided that $q_{h}$ was avoided, we come to the state $q_{A^{\prime}}$. If $\varrho$ is of the form $\left(\varrho_{2}\right)$, then $Q_{\varrho}$ is the same as above and $\delta_{\varrho}=\left\{q_{A} \rightarrow_{a, 0} q_{\varrho} \mid a \in 2^{\Xi}\right\} \cup \delta_{\varrho}^{\prime}$ is the same as above, finishing in either $q_{h}$ or $q_{A^{\prime}}$.

By an atomic type $v_{\mathcal{O}}$ for $\mathcal{O}$, we mean a restriction of some type $\tau$ for $\mathcal{O}$ (see Proposition 5) to atomic concepts (or their negations). Given a model $\mathcal{I}$ of $\mathcal{O}$, we denote by $v_{\mathcal{I}, \mathcal{O}}(n)$, for $n \in \mathbb{Z}$, the atomic type for $\mathcal{O}$ that holds in $\mathcal{I}$ at $n$. We omit $\mathcal{I}$ from $v_{\mathcal{I}, \mathcal{O}}(n)$ when it is clear from the context. Recall that $\mathcal{C}_{\mathcal{O}, \mathcal{A}}$ denotes the canonical model of $\mathcal{O}$ and $\mathcal{A}$, which exists because $\mathcal{O}$ is $\perp$-free. Let $N=M+2 M^{2}$, where $M$ is the number of occurrences of $\bigcirc_{F}$ and $O_{P}$ in $\mathcal{O}$.

- Lemma 21. Let $\mathcal{A}$ be any ABox of the form $\emptyset^{N} \mathcal{B} \emptyset^{N}$ and $\mathcal{O}$ a linear LTL ${ }_{\text {horn }}^{\circ}$ ontology. Then we have: $A \in v_{\mathcal{C}_{\mathcal{O}, \mathcal{A}}}(\ell)$ iff there exists a run $\left(q_{0}, 0\right), \ldots,(q, \ell),\left(q_{A}, i\right)$ of $\mathfrak{A}_{\mathcal{O}}^{\Xi}$ on $\mathcal{A}$, for all $N \leq \ell<|\mathcal{A}|-N$.

Proof. We call a sequence $\mathfrak{D}$ of the form

$$
\begin{align*}
\left(C_{1}^{0} \wedge \cdots \wedge C_{k_{0}}^{0} \rightarrow A_{1}, n_{1}\right),\left(C_{1}^{1} \wedge \cdots \wedge C_{k_{1}}^{1}\right. & \left.\wedge \bigcirc^{i_{1}} A_{1} \rightarrow A_{2}, n_{2}\right), \ldots \\
& \left(C_{1}^{m} \wedge \cdots \wedge C_{k_{m}}^{m} \wedge \bigcirc^{i_{m}} A_{m} \rightarrow A, n_{m+1}\right) \tag{28}
\end{align*}
$$

a derivation of $A$ from $\mathcal{O}$ and $\mathcal{A}$ if the axioms are from $\mathcal{O}$ and the numbers $n_{1}, \ldots, n_{m}, n_{m+1}$ are such that $n_{j+1}=n_{j}+i_{j}$ and $\mathcal{A} \models C_{1}^{j} \wedge \cdots \wedge C_{k_{j}}^{j}\left(n_{j+1}\right)$. We say that such a derivation ends at $n$ if $n_{m+1}=n$. It is straightforward to verify that $A \in v_{\mathcal{C}_{\mathcal{O}, \mathcal{A}}}(\ell)$ iff there is a derivation of $A$ at $\ell$, for any $\ell \in \mathbb{Z}$.

Let $\mathcal{A}$ be of the form $\emptyset^{N} \mathcal{B} \emptyset^{N}$. Our next aim is to prove that (a) for any $N \leq \ell<|\mathcal{A}|-N$, if is a derivation of $A$ at $\ell$, then there is a derivation (28) of $A$ at $\ell$ such that $0 \leq n_{j}<|\mathcal{A}|$, for all numbers $n_{j}$ in this derivation.

- Proposition 22. Let $\mathfrak{D}_{1}, \mathfrak{D}_{2}, \mathfrak{D}_{3}$ be derivations from $\mathcal{O}$ and $\mathcal{A}$ of the form:

$$
\begin{aligned}
& \mathfrak{D}_{1}=\ldots,\left(C_{1} \wedge \cdots \wedge C_{k} \wedge \bigcirc^{i} A \rightarrow A_{0}, n_{0}\right), \\
& \mathfrak{D}_{2}=\left(\bigcirc^{i_{0}} A_{0} \rightarrow A_{1}, n_{1}\right), \ldots,\left(\bigcirc^{i_{m-1}} A_{m-1} \rightarrow A_{m}, n_{m}\right), \\
& \mathfrak{D}_{3}=\left(C_{1}^{\prime} \wedge \cdots \wedge C_{k^{\prime}}^{\prime} \wedge \bigcirc^{i} A_{m} \rightarrow A_{m+1}, n_{m+1}\right), \ldots
\end{aligned}
$$

If $\mathfrak{D}_{1} \mathfrak{D}_{2} \mathfrak{D}_{3}$ is a derivation of $A$ at $\ell$, then there exists a derivation $\mathfrak{D}_{1} \mathfrak{D}_{2}^{\prime} \mathfrak{D}_{3}$ of $A$ at $\ell$ from $\mathcal{O}$ and $\mathcal{A}$ such that $\min \left\{n_{0}, n_{m+1}\right\}-2 M^{2} \leq n_{j} \leq \max \left\{n_{0}, n_{m+1}\right\}+2 M^{2}$ for all numbers $n_{j}$ in $\mathfrak{D}_{2}^{\prime}$.

Proof. Suppose $n_{m+1}>n_{0}$ (the opposite case is analogous). Let $j$ be the earliest number in $\mathfrak{D}_{2}$ such that

- either $n_{j}=n_{m+1}$ and $n_{j+k}=n_{m+1}$ for some $k \geq 0$,
- or $n_{j}=n_{0}$ and $n_{j+k}=n_{0}$ for some $k \geq 0$.

If such $j$ does not exist, then clearly, (d) holds with $\mathfrak{D}_{2}^{\prime}=\mathfrak{D}_{2}$ and we are done. Suppose the former case holds for the earliest $j$. Let $\mathfrak{D}_{2}=\mathfrak{D}_{4} \mathfrak{D}_{5} \mathfrak{D}_{6}$, where $\mathfrak{D}_{5}$ is the subsequence of $\mathfrak{D}_{2}$ between $j$ (not inclusive) and $j+k$. In $\mathfrak{D}_{5}$, consider any quadruple $\left(\left(A_{j^{\prime}}, n_{j^{\prime}}\right),\left(A_{j^{\prime \prime}}, n_{j^{\prime \prime}}\right),\left(A_{k^{\prime \prime}}, n_{k^{\prime \prime}}\right),\left(A_{k^{\prime}}, n_{k^{\prime}}\right)\right)$ such that $j^{\prime} \leq j^{\prime \prime} \leq k^{\prime \prime} \leq k^{\prime}, n_{j^{\prime}}=n_{k^{\prime}}$,
$n_{j^{\prime \prime}}=n_{k^{\prime \prime}}, A_{j^{\prime}}=A_{j^{\prime \prime}}$ and $A_{k^{\prime}}=A_{k^{\prime \prime}}$. Clearly, $\mathfrak{D}_{1}\left(\mathfrak{D}_{4} \mathfrak{D}_{5}^{\prime} \mathfrak{D}_{6}\right) \mathfrak{D}_{3}$ is also a derivation $L$ at $\ell$ from $\mathcal{O}$ and $\mathcal{A}$, where

$$
\begin{aligned}
\mathfrak{D}_{5}^{\prime}= & \left(\bigcirc^{i_{j}} A_{j} \rightarrow A_{j+1}, n_{j+1}\right), \ldots,\left(\bigcirc^{i_{j^{\prime}-1}} A_{j^{\prime}-1} \rightarrow A_{j^{\prime}}, n_{j^{\prime}}\right),\left(\bigcirc^{i_{j^{\prime \prime}}} A_{j^{\prime \prime}} \rightarrow A_{j^{\prime \prime}+1}, n_{j^{\prime \prime}+1}-d\right), \ldots \\
& \left(\bigcirc^{i_{k^{\prime \prime}-1}} A_{k^{\prime \prime}-1} \rightarrow A_{k^{\prime \prime}}, n_{k^{\prime \prime}}-d\right),\left(\bigcirc^{i_{k^{\prime}}} A_{k^{\prime}} \rightarrow A_{k^{\prime}+1}, n_{k^{\prime}+1}\right), \ldots, \\
& \left(\bigcirc^{i_{j+k-1}} A_{j+k-1} \rightarrow A_{j+k}, n_{j+k}\right),
\end{aligned}
$$

and $d=n_{j^{\prime \prime}}-n_{j^{\prime}}$. After recursively applying to $\mathfrak{D}_{5}$ the transformation above for each quadruple $\left(\left(A_{j^{\prime}}, n_{j^{\prime}}\right),\left(A_{j^{\prime \prime}}, n_{j^{\prime \prime}}\right),\left(A_{k^{\prime \prime}}, n_{k^{\prime \prime}}\right),\left(A_{k^{\prime}}, n_{k^{\prime}}\right)\right)$ as above, we obtain $\mathfrak{D}_{5}^{\prime}$. It is easy to check that there exist no $n_{1} \neq n_{2}$ and atoms $A, B$ such that both $\left(\bigcirc^{i_{1}} A_{1} \rightarrow A, n_{1}\right), \ldots,\left(\bigcirc^{i_{2}} A_{2} \rightarrow\right.$ $\left.B, n_{1}\right)$ and $\left(\bigcirc^{i_{3}} A_{3} \rightarrow A, n_{2}\right), \ldots,\left(\bigcirc^{i_{4}} A_{4} \rightarrow B, n_{2}\right)$ are in $\mathfrak{D}_{5}^{\prime}$. Therefore, $\left|n_{j^{\prime}}-n_{m+1}\right| \leq 2 M^{2}$ for all numbers $n_{j^{\prime}}$ in $\mathfrak{D}_{5}^{\prime}$. If the latter case holds for the earliest $j$, analogously, we can transform the subsequence $\mathfrak{D}_{5}$ of $\mathfrak{D}_{2}$ between $j$ (not inclusive) and $j+k$ into the subsequence $\mathfrak{D}_{5}^{\prime}$ with all numbers $\left|n_{j^{\prime}}-n_{0}\right| \leq 2 M^{2}$. Then, we find $j$ in $\mathfrak{D}_{6}$ satisfying one of the two cases above and transform $\mathfrak{D}_{6}$ analogously. We proceed until there are no more $j$ satisfying either of the two cases and the result $\mathfrak{D}_{2}^{\prime}$ of transformation is, clearly, as required by the proposition.

Now, to show (a), consider a derivation $\mathfrak{D}$ of $A$ at $\ell$, for $N \leq \ell<|\mathcal{A}|-N$ with the numbers $n_{j}$. Take the first $n_{j}$, such that $n_{j} \geq|\mathcal{B}|+M$ or $n_{j}<2 M^{2}$. Suppose the former was the case. Since $\mathcal{A}_{i}=\emptyset$ for $\left|\emptyset^{N} \mathcal{B}\right| \leq i<|\mathcal{A}|$, it follows that there exists $n_{j^{\prime}}$, for $j^{\prime}<j$, such that $2 M^{2} \leq$ $n_{j^{\prime}}<|\mathcal{B}|+M$ and a (sub)sequence $\left(\bigcirc^{i_{j^{\prime}}} A_{j^{\prime}} \rightarrow A_{j^{\prime}+1}, n_{j^{\prime}+1}\right), \ldots,\left(\bigcirc^{i_{j-1}} A_{j-1} \rightarrow A_{j}, n_{j}\right)$ is in $\mathfrak{D}$. We expand this subsequence by taking all $\left(\bigcirc^{i_{j}} A_{j} \rightarrow A_{j+1}, n_{j}\right), \ldots,\left(\bigcirc^{i_{j^{\prime \prime}-1}} A_{j^{\prime \prime}-1} \rightarrow\right.$ $\left.A_{j^{\prime \prime}}, n_{j^{\prime \prime}}\right)$, such that $j^{\prime \prime}$ is the first after $j$ such that $n_{j^{\prime \prime}}=n_{j^{\prime}}$. Let $\mathfrak{D}=\mathfrak{D}_{1} \mathfrak{D}_{2} \mathfrak{D}_{3}$, where $\mathfrak{D}_{2}$ is the expanded sequence above. By applying Proposition 22, we obtain a derivation $\mathfrak{D}_{1} \mathfrak{D}_{2}^{\prime} \mathfrak{D}_{3}$ of $A$ at $\ell$, where all numbers $n_{j}$ in $\mathfrak{D}_{1} \mathfrak{D}_{2}^{\prime}$ are $2 M^{2} \leq n_{j} \leq n_{j^{\prime}}+2 M^{2}<|\mathcal{A}|$. If the latter above was the case, i.e., $n_{j}<2 M^{2}$, we analogously obtain a derivation of $A$ at $\ell$, where all numbers $n_{j}$ in $\mathfrak{D}_{1} \mathfrak{D}_{2}^{\prime}$ are $0 \leq n_{j^{\prime}}-2 M^{2} \leq n_{j}<|\mathcal{B}|+M$. By continuing to apply Proposition 22 to $D_{3}$ a required number of times, we obtain the derivation of $A$ at $\ell$ with all the numbers as required in $(a)$.

Now the proof of Lemma 21 is complete. Indeed, there is an immediate correspondence between runs of $\mathfrak{A}_{\mathcal{O}}^{\Xi}$ on $\mathcal{A}$ and derivations of $L$ by $\mathcal{O}$ and $\mathcal{A}$ whose all numbers $n_{j}$ are such that $0 \leq n_{j}<|\mathcal{A}|$.

We now return to the proof of Theorem 20. Define a 2NFA $\mathfrak{A}_{\boldsymbol{q}}^{\Xi}=\left(2^{\Xi}, Q^{\prime}, Q_{0}, \delta^{\prime}, F\right)$, where $Q^{\prime}=Q \cup\left\{q_{1}\right\}, F=\left\{q_{1}\right\}$, and $\delta^{\prime}=\delta \cup\left\{q_{B} \rightarrow_{a, 0} q_{1}, q_{1} \rightarrow_{a, 1} q_{1} \mid a \in 2^{\Xi}\right\}$. Using Lemma 21, we obtain:

$$
\begin{equation*}
\boldsymbol{L}_{\Xi}(\boldsymbol{q})=\left\{\boldsymbol{a} \in \Sigma_{\Xi}^{*} \mid \emptyset^{N} \boldsymbol{a} \emptyset^{N} \in \boldsymbol{L}\left(\mathfrak{A}_{\boldsymbol{q}}^{\Xi}\right)\right\} . \tag{29}
\end{equation*}
$$

However, we need an automaton $\mathfrak{A}^{\prime}$, which can be constructed in polynomial space, such that $\boldsymbol{L}_{\Xi}(\boldsymbol{q})=\boldsymbol{L}\left(\mathfrak{A}^{\prime}\right)$ and $\mathcal{L}$-definability of $\mathfrak{A}^{\prime}$ can be decided in PSpace. Consider the DFA $\mathfrak{A}^{\prime}$ from Section 4.2 that recognises the language of a 2 NFA $\mathfrak{A}$. We construct $\mathfrak{A}^{\prime}$ from $\mathfrak{A}_{q}^{\Xi}$ as in that section except the definition of $q_{0}^{\prime}$ and $F^{\prime}$, which is now as follows: $q_{0}^{\prime}=\left(\left\{\left(q_{0}, q\right) \in \mathrm{b}_{r r}\left(\emptyset^{N}\right)\right\}, \mathrm{b}_{r r}\left(\emptyset^{N}\right)\right)$ and $F^{\prime}=\left\{\left(B_{l r}, B_{r r}\right) \mid\left(q_{0}, q_{1}\right) \in B_{l r} \circ X\right\}$, where $X$ is the reflexive and transitive closure of $\mathrm{b}_{l l}\left(\emptyset^{N}\right) \circ B_{r r}$. Using (29), it is easily shown that $\boldsymbol{L}_{\Xi}(\boldsymbol{q})=\boldsymbol{L}\left(\mathfrak{A}^{\prime}\right)$ and $\mathfrak{A}^{\prime}$ is clearly constructible from $\boldsymbol{q}$ in PSPACE. That $\mathcal{L}$-definability of $\mathfrak{A}^{\prime}$ is decidable in PSpace, follows from the proof of Theorem 11.

- Theorem 23. For any $\mathcal{L} \in\{\mathrm{FO}(<), \mathrm{FO}(<, \equiv), \mathrm{FO}(<, \mathrm{MOD})\}$, deciding $\mathcal{L}$-rewritability of linear LTL $L_{\text {horn }}^{\circ}$ OMAQs over $\Xi$-ABoxes is PSPACE-complete.

Proof. By Proposition $15(i)$, it is sufficient to show the lower bound result for specific linear $L T L_{\text {horn }}^{\circ}$ OMAQs $\boldsymbol{q}(x)=(\mathcal{O}, A(x))$. We provide a reduction from the problem of deciding $\mathcal{L}$ rewritability of a DFA $\mathfrak{A}=\left(Q, \Sigma, \delta, q_{0}, F\right)$. We set $\Xi=\Sigma \cup\{s\}$, for a fresh symbol $s$, and construct $\mathcal{O}$ with $i d b(\mathcal{O}) \subseteq\{\bar{q} \mid q \in Q\} \cup\{A, X\}$ such that

$$
\begin{equation*}
\boldsymbol{L}(\mathfrak{A}) \text { is } \mathcal{L} \text {-definable iff } \boldsymbol{L}_{\Xi}(\boldsymbol{q}(x)) \text { is } \mathcal{L} \text {-definable. } \tag{30}
\end{equation*}
$$

Let $\mathcal{O}$ contain the axioms $s \rightarrow \bigcirc_{F} \bar{q}_{0}, \bar{q} \rightarrow A$, for all $q \in F, \bar{q} \wedge a \rightarrow \bigcirc_{F} \bar{r}$, for all $q \rightarrow_{a} r$ in $\delta, a \wedge b \rightarrow \perp$ for all distinct $a, b \in \Xi$, and $s \rightarrow \bigcirc_{F} X, X \rightarrow \bigcirc_{F} X, X \wedge s \rightarrow \perp$. Let $2_{1}^{\Xi}$ be the set of all $B \in 2^{\Xi}$ with $|B| \leq 1$, i..e., $2_{1}^{\Xi}=\{\emptyset\} \cup \bigcup_{a \in \Xi}\{\{a\}\}$, and let $2_{>1}^{\Xi}$ be $2^{\Xi} \backslash 2_{1}^{\Xi}$. We analogously define $2_{1}^{\Sigma}$ and $2_{>1}^{\Sigma}$. To prove (30), observe that (recall that the alphabet of $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ is $\left.2^{\Xi} \cup\left(2^{\Xi}\right)^{\prime}\right)$ :

$$
\begin{aligned}
\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))= & \left\{U\{s\}\left\{u_{0}\right\} \ldots\left\{u_{n}\right\} B^{\prime} V \mid U, V \in\left(2_{1}^{\Sigma}\right)^{*}, u_{0} \ldots u_{n} \in \boldsymbol{L}(\mathfrak{A}), B^{\prime} \in\left(2_{1}^{\Sigma}\right)^{\prime}\right\} \cup \\
& \left\{U B^{\prime} V| | U_{i} \mid>1 \text { for some } i,|B|>1, \text { or }\left|V_{i}\right|>1 \text { for some } i\right\} \cup \\
& \left\{U B^{\prime} V \mid s \text { occurs at distinct positions of } U B^{\prime} V\right\}
\end{aligned}
$$

We now construct a DFA $\mathfrak{A}^{\prime}$ such that $\boldsymbol{L}\left(\mathfrak{A}^{\prime}\right)=\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$. It is straightforward to verify that the following $\mathfrak{A}^{\prime}$ with $Q \subseteq Q^{\prime}$

can be taken. (The grey box shows $Q$, where the state $q_{0}$ is initial in $\mathfrak{A}$ and the states $q_{f_{1}}, \ldots$, $q_{f_{n}}$ are final. The transitions between $q, q^{\prime} \in Q$ in $\mathfrak{A}^{\prime}$ are defined by taking $q \rightarrow_{\{a\}} q^{\prime}$ iff $q \rightarrow_{a} q^{\prime}$ in $\mathfrak{A}$, while all the other transitions in $\mathfrak{A}^{\prime}$ are shown in the picture. As usual, when an arrow is marked by a sets of symbols from $2^{\Xi} \cup\left(2^{\Xi}\right)^{\prime}$, the corresponding transition holds for each symbol in the set.) We also observe that:

$$
\begin{align*}
q \sim q^{\prime} \text { in } \mathfrak{A} \text { iff } q & \sim q^{\prime} \text { in } \mathfrak{A}^{\prime}, \text { for all } q, q^{\prime} \in Q,  \tag{31}\\
& q \nsim q^{\prime} \text { in } \mathfrak{A}^{\prime}, \text { for all } q \in Q, q^{\prime} \in Q^{\prime} \backslash Q . \tag{32}
\end{align*}
$$

We now show that $\boldsymbol{L}(\mathfrak{A})$ is $\mathcal{L}$-definable iff $\boldsymbol{L}\left(\mathfrak{A}^{\prime}\right)$ is $\mathcal{L}$-definable. We prove the direction $(\Rightarrow)$, while the opposite direction is easier and left to the reader. Let first $\mathcal{L}=\mathrm{FO}(<)$ and
suppose $\boldsymbol{L}\left(\mathfrak{A}^{\prime}\right)$ is not $\mathrm{FO}(<)$ definable. By Theorem $6(i)$, there exists a reachable state $q$ in $\mathfrak{A}^{\prime}$, a word $U \in\left(2^{\Xi} \cup\left(2^{\Xi}\right)^{\prime}\right)^{*}$ and $k$, satisfying the corresponding conditions. By the structure of $\mathfrak{A}^{\prime}$, it is clear that the state $q$ is in $Q$ and $U=\left\{u_{0}\right\} \ldots\left\{u_{n}\right\}$, for some $u \in \Sigma^{*}$, and $\delta_{U^{i}}^{\prime}(q) \in Q$, for all $i \leq k$. Therefore, we have $q$ in $\mathfrak{A}$ such that $\delta_{u^{k}}(q)=q$. By (31), it also follows that $q \nsim \delta_{u}(q)$ in $\mathfrak{A}$, and so $\boldsymbol{L}(\mathfrak{A})$ is not $\mathrm{FO}(<)$-definable. The proof for $\mathcal{L}=\mathrm{FO}(<, \equiv)$ is analogous and left to the reader. Let now $\mathrm{FO}(<, \mathrm{MOD})$ and suppose $\boldsymbol{L}\left(\mathfrak{A}^{\prime}\right)$ is not $\mathrm{FO}(<, \mathrm{MOD})$ definable. By Theorem 6 (iii), there exists a reachable state $q$ in $\mathfrak{A}^{\prime}$ and $U, V \in\left(2^{\Xi} \cup\left(2^{\Xi}\right)^{\prime}\right)^{*}$ such that the corresponding conditions are satisfied. Consider the sequence of states $q, \delta_{U}^{\prime}(q), \delta_{U^{2}}^{\prime}(q), \ldots$ and observe $\delta_{U^{i}}^{\prime}(q) \sim \delta_{U^{i+2}}^{\prime}(q)$ and $\delta_{U^{i}}^{\prime}(q) \nsim \delta_{U^{i+1}}^{\prime}(q)$ (in $\mathfrak{A}^{\prime}$ ), for all $i \geq 0$. By the structure of $\mathfrak{A}^{\prime}$ and (32), it follows that all $\delta_{U^{i}}^{\prime}(q)$ are in $Q$ and $U=\left\{u_{0}\right\} \ldots\left\{u_{n}\right\}$, for some $u \in \Sigma^{*}$. Also, because $q \sim \delta_{V^{k}}^{\prime}(q) \sim \delta_{(U V)^{l}}^{\prime}(q)$ and (32), it follows that $\delta_{V}^{\prime}(q), \delta_{(U V)}^{\prime}(q) \in Q$ and $V=\left\{v_{0}\right\} \ldots\left\{v_{m}\right\}$, for some $v \in \Sigma^{*}$. Finally, using (31) and an observation that $\delta_{X}^{\prime}(q)=\delta_{x}(q)$, for all words $X=\left\{x_{0}\right\} \ldots\left\{x_{n}\right\}$ and $x \in \Sigma^{*}$, we conclude that $\mathfrak{A}$ satisfies condition (iii) of Theorem 6 , and so $\boldsymbol{L}(\mathfrak{A})$ is not $\mathrm{FO}(<, \mathrm{MOD})$-definable.

### 6.2 Linear OMPQs

By Lemma 14 and Proposition 15, it suffices to prove this result for Boolean OMPQs in the given class without occurrences of $\perp$. Let $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ be a such an OMPQ. We start with the criterion and algorithm for $\mathrm{FO}(<)$-definability, and address $\mathrm{FO}(<, \equiv)$-definability after. The set of all types for $\boldsymbol{q}$ is denoted by $\boldsymbol{T}_{\boldsymbol{q}}$. Given a model $\mathcal{I}$ of $\mathcal{O}$, we denote by $\tau_{\mathcal{I}}(n)$, for $n \in \mathbb{Z}$, the type for $\boldsymbol{q}$ that holds in $\mathcal{I}$ at $n$. In the rest of this section, we assume and $\varkappa$ of the form $\diamond_{P} \diamond_{F} \varkappa^{\prime}$. This is w.l.o.g. by (26).

- Lemma 24. Let $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ be an $O M P Q$ with an LTL $L_{\text {horn }}^{\square \circ}$-ontology $\mathcal{O}$. Then $\boldsymbol{q}$ is not $\mathrm{FO}(<)$-rewritable over $\Xi$-Aboxes iff there exist such $A$ Boxes $\mathcal{A}, \mathcal{B}, \mathcal{D}$ and $k \geq 2$ such that the following conditions hold:
(i) $\neg \varkappa \in \tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k} \mathcal{D}}}(|\mathcal{A}|-1)$ and $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}^{k} \mathcal{D}^{\prime}}}(|\mathcal{A}|-1)=\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k} \mathcal{D}}}\left(\left|\mathcal{A B}^{k}\right|-1\right)$;
(ii) $\varkappa \in \tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k+1} \mathcal{D}}}(|\mathcal{A B}|-1)$ and $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}}{ }^{k+1_{\mathcal{D}}}}(|\mathcal{A B}|-1)=\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}}{ }^{k+1_{\mathcal{D}}}}\left(\left|\mathcal{A B}^{k+1}\right|-1\right)$.

Proof. Consider the DFA $\mathfrak{A}$ over the alphabet $2^{\Xi}$ with the set of states $Q=2^{\boldsymbol{T}_{\boldsymbol{q}}}$, where $q_{-1}=\boldsymbol{T}_{\boldsymbol{q}}$ is the initial state and the set of final states is $F=\{q \mid \varkappa \in \tau$, for all $\tau \in q\}$. We expand the relation $\rightarrow_{a}$ defined on $\boldsymbol{T}_{\boldsymbol{q}}$ in Proposition 5 to $Q$ by setting $\delta(q, a)=\{\tau \mid$ $\tau^{\prime} \rightarrow_{a} \tau$ for some $\left.\tau \in q\right\}$. Clearly, $\mathfrak{A}$ is deterministic. In fact, $\mathfrak{A}$ is a determinasation of the NFA used in Proposition 5 with some simplifications. We write $q \Rightarrow_{\mathcal{A}} q^{\prime}$ to say that, having started in state $q$ and having read an $\operatorname{ABox} \mathcal{A}$, the DFA $\mathfrak{A}$ is in state $q^{\prime}$. We observe the following important property of $\mathfrak{A}$. Let $q_{-1} \Rightarrow_{\mathcal{A}_{0}} q_{0} \ldots q_{n-1} \Rightarrow_{\mathcal{A}_{n}} q_{n}$ be a run of $\mathfrak{A}$ on $\mathcal{A}=\mathcal{A}_{0} \ldots \mathcal{A}_{n}$, and let $\bar{q}_{i}=\left\{\tau \in q_{i} \mid \tau \rightarrow_{\mathcal{A}_{i+1} \ldots \mathcal{A}_{n}} \tau^{\prime}\right.$, for some $\left.\tau^{\prime} \in q_{n}\right\}$. Then

$$
\begin{equation*}
\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}}}(i)=\bigcap \bar{q}_{i}, \text { for }-1 \leq i \leq n \tag{33}
\end{equation*}
$$

Similarly to the proof of Proposition 5, one can check that $\boldsymbol{L}_{\Xi}(\boldsymbol{q})=\boldsymbol{L}(\mathfrak{A})$.
$(\Rightarrow)$ Suppose $\boldsymbol{q}$ is not $\mathrm{FO}(<)$-rewritable. By Lemma $6(i)$, it follows that there exist ABoxes $\mathcal{A}, \mathcal{B}, \mathcal{D}$ and $k \geq 2$ such that $q_{-1} \Rightarrow_{\mathcal{A}} q_{0}, q_{0} \Rightarrow_{\mathcal{B}} q_{1}, q_{0} \Rightarrow_{\mathcal{B}}^{k} q_{0}$ and $q_{0} \Rightarrow_{\mathcal{D}} q_{0}^{\prime}$, $q_{1} \Rightarrow_{\mathcal{D}} q_{1}^{\prime}$, for some $q_{0}^{\prime}, q_{1}^{\prime} \in Q$ such that $q_{0}^{\prime} \notin F$ and $q_{1}^{\prime} \in F$. Since $q_{0}^{\prime} \notin F$, by (33), we have $\neg \varkappa \in \tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k}{ }_{\mathcal{D}}}}(|\mathcal{A}|-1)=\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k} \mathcal{D}}}\left(\left|\mathcal{A B}^{k}\right|-1\right)$ as required in (i). To show (ii), we observe that $q_{1}^{\prime} \in F$ by (33) implies $\varkappa \in \tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}}{ }^{k+1_{\mathcal{D}}}}(|\mathcal{A B}|-1)=\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}} k+\mathcal{B}_{\mathcal{D}}}\left(\left|\mathcal{A B}^{k+1}\right|-1\right)$, as required.
$(\Leftarrow)$ Assuming $(i)$ and $(i i)$, let $q_{0}, q_{1}, q_{2}$ be states in $\mathfrak{A}$ with $q_{-1} \Rightarrow_{\mathcal{A}} q_{0} \Rightarrow_{\mathcal{B}} q_{1} \Rightarrow_{\mathcal{B}^{k-1}}$ $q_{2} \Rightarrow_{\mathcal{B}} q_{2}^{\prime}$. Let $q_{3}, q_{3}^{\prime}$ be such that $q_{2} \Rightarrow_{\mathcal{D}} q_{3}$ and $q_{2}^{\prime} \Rightarrow_{\mathcal{D}} q_{3}^{\prime}$. It follows by (33) that $q_{3} \notin F$ and
$q_{3}^{\prime} \in F$. Observe that, if we had $q_{0}=q_{2}$, we could conclude that $\boldsymbol{q}$ is not $\mathrm{FO}(<)$-rewritable, as the conditions of aperiodicity for $\mathfrak{A}$ (see the proof of $(\Rightarrow)$ ) would be satisfied. Since we are not guaranteed that, we use the following property of the canonical models that follow from (i) and (ii): (a) $\tau_{\mathcal{C}_{O, A \mathcal{A}^{k} \mathcal{D}_{\mathcal{D}}}}\left(\left|\mathcal{A B}^{k}\right|-1\right)=\tau_{\mathcal{C}_{\mathcal{O}, A \mathcal{A l}^{k j}}}\left(\left|\mathcal{A B}^{k j}\right|-1\right)$, for any $j \geq 1$; (b) $\tau_{\mathcal{C}_{\mathcal{O}, A \mathcal{A}^{k+1}}}\left(\left|\mathcal{A B}^{k+1}\right|-1\right)=\tau_{\mathcal{C}_{\mathcal{O}}, \mathcal{A B}^{k j+1_{\mathcal{D}}}}\left(\left|\mathcal{A B}^{k j+1}\right|-1\right)$, for any $j \geq 1$. Take some $i, j \geq 1$ that satisfy $q_{0} \Rightarrow_{\mathcal{A} \mathcal{B}^{k i}} q_{4} \Rightarrow_{\mathcal{B}} q_{4}^{\prime} \Rightarrow_{\mathcal{B}^{k j}} q_{4} \Rightarrow_{\mathcal{B}} q_{4}^{\prime}$, for some $q_{4}, q_{4}^{\prime}$. By $(i)$, (ii), (a) and (b), we have that $q_{5} \notin F$ and $q_{5}^{\prime} \in F$ for such $q_{5}$ and $q_{5}^{\prime}$ that $q_{4} \Rightarrow_{\mathcal{D}} q_{5}$ and $q_{4}^{\prime} \Rightarrow_{\mathcal{D}} q_{5}^{\prime}$. Therefore, $\boldsymbol{q}$ is not FO( $<$ )-rewritable, as the conditions of aperiodicity for $\mathfrak{A}$ are satisfied (as in the $(\Rightarrow)$-proof with $\mathcal{A}, \mathcal{B}, \mathcal{D}$ and $k$ being, respectively, $\mathcal{A B}^{k i}, \mathcal{B}, \mathcal{D}$ and $k j$ ).

- Corollary 25. Let $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ be an $O M P Q$ with an $L T L_{\text {horn }}^{\square \circ}$-ontology $\mathcal{O}$. If there exist $\Xi$-ABoxes $\mathcal{A}, \mathcal{B}, \mathcal{D}$ and $k \geq 2$ satisfying conditions (i) and (ii) above, then there exist $\mathcal{A}, \mathcal{B}, \mathcal{D}$ and $k$ with $|\mathcal{A}|,|\mathcal{D}|, k \leq 2^{O(|q|)}$ satisfying these conditions.

Proof. First, we show that there is $\mathcal{A}$ with $|\mathcal{A}| \leq 2\left|\boldsymbol{T}_{q}\right|^{2}$. Indeed, consider the sequence

$$
\left(\mathcal{C}_{\mathcal{O}, A \mathcal{B}^{k} \mathcal{D}}(0), \mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k+1} \mathcal{D}}(0)\right), \ldots,\left(\mathcal{C}_{\mathcal{O}, \mathcal{A} \mathcal{B}^{k} \mathcal{D}}(|\mathcal{A}|-2), \mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k+1} \mathcal{D}}(|\mathcal{A}|-2)\right) .
$$

Suppose, the $i$-th member of this sequence is equal to its $j$-th member, for $i<j$, and denote $\mathcal{A}^{<i} \mathcal{A}^{\geq j}$ by $\mathcal{A}^{\prime}$. We clearly have $\mathcal{C}_{\mathcal{O}, \mathcal{A}^{\prime} \mathcal{B}^{k} \mathcal{D}}\left(\left|\mathcal{A}^{\prime}\right|-1\right)=\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k} \mathcal{D}}(|\mathcal{A}|-1)$ and $\mathcal{C}_{\mathcal{O}, \mathcal{A}^{\prime} \mathcal{B}^{k+1} \mathcal{D}}\left(\left|\mathcal{A}^{\prime} \mathcal{B}\right|-1\right)=\mathcal{C}_{\mathcal{O}, \mathcal{A} \mathcal{B}^{k} \mathcal{D}}(|\mathcal{A B}|-1)$, and conditions $(i)$ and (ii) are satisfied with $\mathcal{A}^{\prime}$ in place of $\mathcal{A}$. The rest of the argument is straightforward. Similarly it is shown that there exists $\mathcal{D}$ with $|\mathcal{D}| \leq 2\left|\boldsymbol{T}_{\boldsymbol{q}}\right|^{2}$. To show that there exists $k \leq 2\left|\boldsymbol{T}_{\boldsymbol{q}}\right|^{2}$, we consider the sequence

$$
\begin{aligned}
& \left(\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k} \mathcal{D}}(|\mathcal{A B}|-1), \mathcal{C}_{\mathcal{O}, \mathcal{A} \mathcal{B}^{k+1} \mathcal{D}}\left(\left|\mathcal{A B}^{2}\right|-1\right)\right), \ldots, \\
& \quad\left(\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k} \mathcal{D}}\left(\left|\mathcal{A B}^{k-1}\right|-1\right), \mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k+1} \mathcal{D}}\left(\left|\mathcal{A B}^{k}\right|-1\right)\right) .
\end{aligned}
$$

Clearly, if the $i$-th member of this sequence is equal to its $j$-th member, for $i<j$, then conditions ( $i$ ) and (ii) are satisfied with $k-(j-i)$ in place of $k$.

Observe that we do not claim that there exists $\mathcal{B}$ with $|\mathcal{B}| \leq 2^{O(\mid \boldsymbol{q})}$ However, this is the case for linear $L T L_{h o r n}^{\square O}$-ontologies, as follows from the proof of Theorem 27.

Let $\mathcal{O}$ be in normal form, as in the proof of Theorem 20 . Consider the $2 \mathrm{NFA} \mathfrak{A}_{\mathcal{O}}^{\mathcal{O}}$ from that proof. Throughout this section, $\mathrm{b}_{\bullet}$, for $\bullet \in\{l r, r r, r l, l l\}$, and b are defined with respect to $\mathfrak{A} \mathcal{O}$. It will be convenient to define each $\mathbf{b}_{\bullet}(w)$ as an identity relation on $Q$, for the empty string $w$, and $\mathrm{b}(w)$ is defined accordingly.

- Lemma 26. Let $\mathcal{A}$ be an $A B o x$ of the form $\emptyset^{N} \mathcal{B} \emptyset^{N}$ and $\mathcal{O}$ a linear LTL $L_{\text {horn }}^{\square \circ}$-ontology. Let $X(\ell)$ be the reflexive and transitive closure of $\mathrm{b}_{l l}\left(\mathcal{A}^{>\ell}\right) \circ \mathrm{b}_{r r}\left(\mathcal{A}^{\leq \ell}\right)$. Then $v_{\mathcal{C}, \mathcal{A}}(\ell)=\{A \mid$ $\left.\left(q_{0}, A\right) \in \mathrm{b}_{l r}\left(\mathcal{A}^{\leq \ell}\right) \circ X(\ell)\right\}$, for any $N \leq k<|\mathcal{A}|-N$.

Proof. Easily follows from Lemma 21. Observe that there exists a run $\left(q_{0}, 0\right), \ldots,(q, \ell),\left(q_{L}, i\right)$ of $\mathfrak{A}_{\mathcal{O}}^{\overline{\mathcal{O}}}$ on $\mathcal{A}$ iff $\left(q_{0}, q_{L}\right) \in \mathrm{b}_{l r}\left(\mathcal{A}^{\leq \ell}\right) \circ X(\ell)$, for all $\ell<|\mathcal{A}|$.

- Theorem 27. Deciding $\mathrm{FO}(<)$-rewritability of $O M P Q s \boldsymbol{q}=(\mathcal{O}, \varkappa)$ with a linear $L T L_{\text {horn }}^{\circ}{ }^{-}$ ontology $\mathcal{O}$ over $\Xi$-ABoxes can be done in PSPACE.

Proof. By Theorem 24 and Corollary 25, we need to check the existence of $\mathcal{A}, \mathcal{B}, \mathcal{D}, k \geq 2$, such that $|\mathcal{A}|,|\mathcal{D}|, k \leq 2^{O(|q|)}$ and conditions $(i)$ and (ii) hold. Without loss of generality, we assume that $\mathcal{A}$ has a prefix $\emptyset^{N}$ and $\mathcal{D}$ has a suffix $\emptyset^{N}$.

We start by guessing numbers $N_{\mathcal{A}}=|\mathcal{A}|, N_{\mathcal{D}}=|\mathcal{D}|$ and $k$. We guess two types $\tau_{0}$ and $\tau_{1}$ that represent, respectively, $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A} \mathcal{B}^{k} \mathcal{D}}}(N)$ and $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A} k^{k} \mathcal{D}}}(|\mathcal{A}|-1)$, and three types $\tau_{0}^{\prime}, \tau_{0}^{\prime \prime}, \tau_{1}^{\prime}$
that represent, respectively, $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}}{ }^{k+1_{\mathcal{D}}}}(N), \tau_{\mathcal{C}_{\mathcal{O}, A \mathcal{A}^{k+1}}}(|\mathcal{A}|-1)$, and $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}}{ }^{k+1_{\mathcal{D}}}}(|\mathcal{A B}|-1)$. Next, we compute $b\left(\emptyset^{N}\right)$ and guess $b(\mathcal{A}), b(\mathcal{B}), b(\mathcal{D})$. Note that, given $b(\mathcal{B})$, we are able to compute $\mathrm{b}(\mathcal{X})$ for each $\mathcal{X} \in\left\{\mathcal{B}^{i} \mid 1 \leq i \leq k+1\right\}$. Now, we guess $\mathcal{A}$ - symbol by symbol-by means of a sequence of pairs

$$
\left(\mathrm{b}\left(\mathcal{A}^{\leq 0}\right), \mathrm{b}\left(\mathcal{A}^{>0}\right)\right), \ldots,\left(\mathrm{b}\left(\mathcal{A}^{\leq N_{\mathcal{A}}-1}\right), \mathrm{b}\left(\mathcal{A}^{>N_{\mathcal{A}}-1}\right)\right)
$$

such that $\mathrm{b}\left(\mathcal{A}^{\leq i}\right) \cdot \mathrm{b}\left(\mathcal{A}^{>i}\right)=\mathrm{b}(\mathcal{A})$, for all $i$, and there are $a_{i} \in 2^{\Xi}$ with $\mathrm{b}\left(\mathcal{A}^{\leq i+1}\right)=\mathrm{b}\left(\mathcal{A}^{\leq i}\right) \cdot \mathrm{b}\left(a_{i}\right)$ and $\mathrm{b}\left(\mathcal{A}^{>i}\right)=\mathrm{b}\left(a_{i}\right) \cdot \mathrm{b}\left(\mathcal{A}^{>i+1}\right)$. Moreover, we require that $a_{i}=\emptyset$ for $i<N$. Observe that the pairs of the sequence with $i \geq N$ together with $\mathrm{b}(\mathcal{B})$ and $\mathrm{b}(\mathcal{D})$, by Lemma 26 , give us $v_{\mathcal{C}_{\mathcal{O}, A \mathcal{A}^{k} \mathcal{D}}}(i)$. When we compute $v_{\mathcal{C}_{\mathcal{O}}, A \mathcal{A}^{k} \mathcal{D}}(N)$, we check whether it is subsumed by $\tau_{0}$ (if not, the algorithm terminates with an answer no). Furthermore, we need to check the following condition:

$$
\varkappa^{\prime} \in \tau_{\mathcal{C}_{\mathcal{O},\left\{A(0) \mid A \in \mathcal{T}_{0}\right\}}}(0) \quad \text { implies } \quad \varkappa^{\prime} \in \tau_{0},
$$

for each $\varkappa^{\prime}$ of the form $\square_{P} \varkappa^{\prime \prime}, \diamond_{P} \varkappa^{\prime \prime}$ from $\operatorname{sub}_{q}$ (if not, the algorithm terminates and returns no). We have now checked that the type $\tau_{0}$ is potentially guessed correctly (subject to further checks). We can apply the same method to check that $\tau_{0}^{\prime}$ is potentially guessed correctly. For the remaining $N<i<N_{\mathcal{A}}$, since $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k} \mathcal{D}}}(i)$ is determined by $v_{\mathcal{C}_{\mathcal{O}_{, \mathcal{A}^{k} \mathcal{D}}}}(i)$ and $\tau_{\mathcal{C}_{\mathcal{O}, A \mathcal{A}^{k} \mathcal{D}}}(i-1)$, we are able to compute $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}}{ }^{\mathrm{N} D}}(|\mathcal{A}|-1)$ or obtain a conflict, e.g., $\square_{F} A \in \tau_{\mathcal{C}_{\mathcal{O}}, \mathcal{A} \mathcal{B}^{k} \mathcal{D}}(i-1)$ and $\neg A \in v_{\mathcal{C}_{\mathcal{O}}, \mathcal{A B}^{k} \mathcal{D}}(i)$. In the latter case, the algorithm terminates answering no. In the former case, we check if $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A} \mathcal{B}^{k} \mathcal{D}}}(|\mathcal{A}|-1)$ is equal to $\tau_{1}$, in which case $\tau_{1}$ is guessed correctly, and if not, the algorithm terminates answering no. Analogously it is checked if $\tau_{0}^{\prime \prime}$ is guessed correctly using $\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k+1} \mathcal{D}}$.

Now, we show how to check that all the types $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A} \mathcal{B}^{k} \mathcal{D}}}(i)$, for $|\mathcal{A}| \leq i<\left|\mathcal{A B}{ }^{k}\right|$, are correct, that $\tau_{1}^{\prime}$ is guessed correctly, and that all the types $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}} k+1_{\mathcal{D}}}(i)$, for $|\mathcal{A B}| \leq i<\left|\mathcal{A B}{ }^{k+1}\right|$ are correct. We only demonstrate the algorithm for $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}^{k}}(\mathcal{D}}(i)$. Observe that $\varkappa^{\prime} \in \tau_{\mathcal{C}_{\mathcal{O}, A \mathcal{A}^{k} \mathcal{D}}}(i)$ iff $\varkappa^{\prime} \in \tau_{\mathcal{C}_{O, A \mathcal{B}^{k} \mathcal{D}}}(j)$ iff $\varkappa^{\prime} \in \tau_{1}$, for each $\varkappa^{\prime}$ of the form $\square \varkappa^{\prime \prime}, \diamond \varkappa^{\prime \prime}$ from sub ${ }_{q}$ and all $|\mathcal{A}|-1 \leq i, j<\left|\mathcal{A B} \mathcal{B}^{k}\right|$. To do the required check, we need to guess a sequence of pairs

$$
\begin{equation*}
\left(b\left(\mathcal{B}^{\leq 0}\right), b\left(\mathcal{B}^{>0}\right)\right), \ldots,\left(b\left(\mathcal{B}^{\leq|\mathcal{B}|-1}\right), b\left(\mathcal{B}^{>|\mathcal{B}|-1}\right)\right) \tag{34}
\end{equation*}
$$

such that $\mathrm{b}\left(\mathcal{B}^{\leq i}\right) \cdot \mathrm{b}\left(\mathcal{B}^{>i}\right)=\mathrm{b}(\mathcal{B})$, for all $i$, and there are $a \in 2^{\Xi}$ with $\mathrm{b}\left(\mathcal{B}^{\leq i+1}\right)=\mathrm{b}\left(\mathcal{B}^{\leq i}\right) \cdot \mathrm{b}(a)$ and $\mathrm{b}\left(\mathcal{B}^{>i}\right)=\mathrm{b}(a) \cdot \mathrm{b}\left(\mathcal{B}^{>i+1}\right)$. While we do not have any bound on $|\mathcal{B}|$ yet (unlike on $|\mathcal{A}|,|\mathcal{D}|$ and $k$ ), we can easily observe that any sequence (34) with repeating members at positions $0 \leq i^{\prime}<i^{\prime \prime} \leq|\mathcal{B}|-1$ is equivalent for the purposes of this proof to the sequence with all the members $i^{\prime}, \ldots, i^{\prime \prime}-1$ removed. Since there are $\leq 2^{O(|q|)}$ distinct pairs as above, it follows that $|\mathcal{B}| \leq 2^{O(|q|)}$, if $\mathcal{B}$ required by Lemma 24 exists. By Lemma 26, using an element $i$ of this sequence, we are able to compute $v_{\mathcal{C}_{\mathcal{O}, A \mathcal{A}^{k} \mathcal{D}}}\left(\left|\mathcal{A B}^{j}\right|+i\right)$, for all $0 \leq j<k$. We only need to check that such an atomic type is not in conflict with the modal formulas in $\tau_{1}$, e.g., $\square_{P} A \in \tau_{1}$ and $\neg A \in v_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k} \mathcal{D}}}\left(\left|\mathcal{A B}^{j}\right|+i\right)$. If a conflict is detected for some $i$ and $j$, the algorithm terminates answering no. Here, we also verify that $\tau_{\mathcal{C}_{\mathcal{O}_{, ~, ~}{ }^{k} \mathcal{D}_{\mathcal{D}}}}\left(\left|\mathcal{A B}^{k}\right|-1\right)=\tau_{1}$ (respectively, if $\left.\tau_{\mathcal{C}_{O, A \mathcal{B}^{k+1}}^{\mathcal{D}}}\left(\left|\mathcal{A B}^{k+1}\right|-1\right)=\tau_{1}^{\prime}\right)$. Finally, we need to check that all the types $\tau_{\mathcal{C}_{O, A \mathcal{A}^{k}}}\left(\left|\mathcal{A B}^{k}\right|+i\right)$ (respectively, in $\left.\tau_{\mathcal{C}_{\mathcal{O}}, A \mathcal{A}^{k+11_{\mathcal{D}}}}\left(\left|\mathcal{A B}^{k+1}\right|+i\right)\right)$, are correct, for $0 \leq i<N_{\mathcal{D}}-N$. The details are left to the reader.

We now turn to $\mathrm{FO}(<, \equiv)$-definability.

- Lemma 28. Let $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ be an $O M P Q$ with an $L T L_{\text {horn }}^{\square \circ}$-ontology $\mathcal{O}$. Then $\boldsymbol{q}$ is not FO( $<, \equiv$ )-rewritable over $\Xi$-Aboxes iff there exist such ABoxes $\mathcal{A}, \mathcal{B}, \mathcal{D}$ and $k \geq 2$, such
that (i) and (ii) from Lemma 24 hold and there exist ABoxes $\mathcal{W}, \mathcal{U}$, such that $\mathcal{B}=\mathcal{U} \mathcal{W}$, $|\mathcal{W}|=|\mathcal{U}|$,
(iii) $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k}{ }_{\mathcal{D}}}}\left(\left|\mathcal{A B}^{i}\right|-1\right)=\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}^{k} \mathcal{D}}}(|\mathcal{A B} \mathcal{U}|-1)$, for all $i<k$, and
(iv) $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}}{ }^{k+1_{\mathcal{D}}}}\left(\left|\mathcal{A B}^{i}\right|-1\right)=\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}}{ }^{k+1}{ }_{\mathcal{D}}}\left(\left|\mathcal{A B}^{i} \mathcal{U}\right|-1\right)$, for all $i, 1 \leq i \leq k$.

Proof. $(\Rightarrow)$ Suppose $\boldsymbol{q}$ is not $\mathrm{FO}(<, \equiv)$-rewritable. By Theorem 6 (ii), there exist the ABoxes $\mathcal{A}, \mathcal{W}, \mathcal{U}, \mathcal{D}$ with $|\mathcal{W}|=|\mathcal{U}|$ and $k \geq 2$ such that

$$
q_{-1} \Rightarrow_{\mathcal{A}} q_{0} \Rightarrow \mathcal{U} q_{0} \Rightarrow \mathcal{W} q_{1} \Rightarrow \mathcal{U} q_{1} \Rightarrow \mathcal{W} \cdots \Rightarrow \mathcal{W} q_{k-1} \Rightarrow \mathcal{U} q_{k-1} \Rightarrow \mathcal{W} q_{0}
$$

$q_{0} \Rightarrow_{\mathcal{D}} r_{0}, q_{1} \Rightarrow_{\mathcal{D}} r_{1}$ for some $r_{0}, r_{1} \in Q$ such that $r_{0} \notin F$. That (i) and (ii) are satisfied for $\mathcal{B}=\mathcal{U} \mathcal{W}$ is shown as in the proof of Lemma 24. Then (iii) and (iv) easily follow from (33).
$(\Leftarrow)$ Suppose $(i)-(i v)$ hold and $\mathcal{E}\left(i_{0}, \ldots, i_{j}\right)=\mathcal{U}^{i_{0}} \mathcal{W} \ldots \mathcal{U}^{i_{j}} \mathcal{W}$. Let $\mathcal{F}_{j^{\prime}}\left(i_{0}, \ldots, i_{j}\right)$ be the prefix of $\mathcal{E}\left(i_{0}, \ldots, i_{j}\right)$ of the form $\mathcal{U}^{i_{0}} \mathcal{W} \ldots \mathcal{U}^{i_{j^{\prime}-1}} \mathcal{W} \mathcal{U}^{i_{j}}$, for $j^{\prime} \leq j$. By the properties of the canonical models, we then obtain the following, for $0 \leq n \leq m$ and $0 \leq \ell<k$ :
(a) $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A}\left(i_{0}, \ldots, i_{k m+k-1}\right) \mathcal{D}}}\left(\left|\mathcal{A} \mathcal{F}_{k n+\ell}\left(i_{0}, \ldots, i_{k m+k-1}\right)\right|-1\right)=\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}}{ }^{k} \mathcal{D}}\left(\left|\mathcal{A B}^{\ell}\right|-1\right)$, for all $n, \ell \geq$ $0 ;$
(b) $\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A E}\left(i_{0}, \ldots, i_{k m+k-1}, i_{0}\right) \mathcal{D}}}\left(\left|\mathcal{A} \mathcal{F}_{k n+\ell+1}\left(i_{0}, \ldots, i_{k m+k-1}, i_{0}\right)\right|-1\right)=\tau_{\mathcal{C}_{\mathcal{O}, \mathcal{A B}}{ }^{k+1_{\mathcal{D}}}}\left(\left|\mathcal{A B}^{\ell+1}\right|-1\right)$. Take the DFA $\mathfrak{A}$ from the proof of Lemma 24, assume without loss of generality that $|Q| \geq 3$, and, for $m \geq 0$, consider the sequence

$$
\begin{aligned}
& q_{-1} \Rightarrow_{\mathcal{A}|Q|!-1} q_{0} \Rightarrow \mathcal{U}^{|Q|!} q_{0}^{\prime} \Rightarrow \mathcal{W} q_{0}^{\prime \prime} \Rightarrow \mathcal{U}^{|Q|!-1} \\
& q_{1} \Rightarrow \mathcal{U}^{|Q|!} \\
& q_{1}^{\prime} \Rightarrow \mathcal{W} q_{1}^{\prime \prime} \Rightarrow \mathcal{U}^{|Q|!-1} \ldots \\
& q_{k m+k-1} \Rightarrow \mathcal{U}^{|Q|!} q_{k m+k-1}^{\prime} \Rightarrow \mathcal{W} q_{k m+k}^{\prime}
\end{aligned}
$$

Clearly, $q_{i}=q_{i}^{\prime}$ for $0 \leq i<k m+k$. By taking an appropriate $m$, as in the proof of Lemma 24, we can find $i$ and $j$, such that

$$
q_{-1} \Rightarrow \mathcal{A \mathcal { U }}^{|Q|!-1}(\mathcal{W} \mathcal{Z}|Q|!-1)^{i k} r_{0} \Rightarrow \mathcal{W Z}|Q|!-1 r_{1} \Rightarrow \mathcal{W Z}|Q|!-1 \cdots \Rightarrow \mathcal{W \mathcal { U } | Q | ! - 1} r_{j k+k-1} \Rightarrow \mathcal{W \mathcal { Z } | Q | ! - 1} r_{0}
$$

and $r_{\ell} \Rightarrow_{\mathcal{U}|Q|!} r_{\ell}$, for $0 \leq \ell<j k+k$. It can be readily shown using $(a)$ and $(b)$ that $q_{0}^{\prime} \notin F$ and $q_{1}^{\prime} \in F$ for such $q_{0}^{\prime}$ and $q_{1}^{\prime}$ that $r_{0} \Rightarrow_{\mathcal{D}} q_{0}^{\prime}$ and $r_{1} \Rightarrow_{\mathcal{D}} q_{1}^{\prime}$. Now, we have found a set of states in $\mathfrak{A}$ that satisfies the condition of Theorem 6 (ii) with $w=\mathcal{W U}^{|Q|!-1}$ and $u=\mathcal{U}^{|Q|!}$. Therefore, $\boldsymbol{q}$ is not $\mathrm{FO}(<, \equiv)$-rewritable.

- Theorem 29. Deciding $\mathrm{FO}(<, \equiv)$-rewritability of $O M P Q s \boldsymbol{q}=(\mathcal{O}, \varkappa)$ with a linear $L T L_{\text {horn }}{ }^{-}$ ontology $\mathcal{O}$ over $\Xi$-ABoxes can be done in PSPACE.

Proof. The proof relies on Theorem 6 (ii). Clearly, Corollary 25 holds providing the bound of $2^{O(|\boldsymbol{q}|)}$ on $|\mathcal{A}|,|\mathcal{D}|$ and $k$. The same bound on $|\mathcal{W}|,|\mathcal{U}|$ and $|\mathcal{B}|$ follows from the same argument as in the proof of Theorem 27 and a straightforward modification of that proof gives a PSPACE algorithm we are after.

The criterion of Theorem 6 (iii) is harder to transform to a PSPACE-checkable condition on canonical models and ABoxes, and the complexity of deciding $\mathrm{FO}(<, \mathrm{MOD})$-rewritability of linear OMPQs remains open at the moment.

## $7 \mathrm{FO}(<)$-rewritability of $\boldsymbol{L T} L_{\text {krom }}^{\circ}$ OMAQs and $\boldsymbol{L T} L_{\text {core }}^{\circ}$ OMPQs

Our next aim is to look for non-trivial classes of OMQs deciding FO-rewritability of which could be 'easier' than PSpace. Syntactically, the simplest type of axioms (5) are binary clauses: $C_{1} \rightarrow C_{2}$ and $C_{1} \wedge C_{2} \rightarrow \perp$, known as core axioms, which together with $C_{1} \vee C_{2}$ form
the class Krom. In the atemporal case, the W3C standard language $O W L 2 Q L$, designed specifically for ontology-based data access, allows core clauses only and uniformly guarantees FO-rewritability [3, 19].

As we saw in the proof of Theorem 19, OMPEQs with disjunctive axioms can simulate $L T L_{\text {horn }}^{\bigcirc}$ OMAQs, and so are too complex for the purposes of this section. On the other hand, $L T L_{\text {krom }}^{\circ}$ OMAQs and $L T L_{\text {core }}^{\circ}$ OMPQs are all $\mathrm{FO}(<, \equiv)$-rewritable [7]. Below, we focus on deciding $\mathrm{FO}(<)$-rewritability of OMQs in these classes.

- Theorem 30. Deciding $\mathrm{FO}(<)$-rewritability of Boolean and specific $L T L_{k r o m}^{\circ}$ OMAQs over $\Xi$-ABoxes is CONP-complete.

Proof. Suppose $\boldsymbol{q}=(\mathcal{O}, A)$ is an $L T L_{\text {krom }}^{\circ} \mathrm{OMAQ}$ and $\mathcal{O}$ is consistent. Using the form of Krom axioms, one can show [7] that, for any ABox $\mathcal{A}$ and $l \in \mathbb{Z}$, we have $(\mathcal{O}, \mathcal{A}) \models A(l)$ iff one of the following holds: $(i)$ there are $k \leq l$ and $B(k) \in \mathcal{A}$ such that $\mathcal{O} \vDash B \rightarrow \bigcirc_{F}^{l-k} A$; (ii) there are $k>l$ and $B(k) \in \mathcal{A}$ such that $\mathcal{O} \models B \rightarrow \bigcirc_{P}^{k-l} A$; (iii) $\mathcal{O}$ and $\mathcal{A}$ are inconsistent, i.e., there exist $k_{1} \leq k_{2}, B\left(k_{1}\right) \in \mathcal{A}$ and $C\left(k_{2}\right) \in \mathcal{A}$ such that $\mathcal{O} \models B \rightarrow \bigcirc_{F}^{k_{2}-k_{1}} \neg C$.

Let $\operatorname{lit}(\boldsymbol{q})=\{C, \neg C \mid C \in \operatorname{sig}(q)\}$. For any $L_{1}, L_{2} \in \operatorname{lit}(\boldsymbol{q})$, we can construct a unary NFA $\mathfrak{A}_{L_{1} L_{2}}$ of size $O(|\boldsymbol{q}|)$ that accepts $\boldsymbol{L}_{L_{1} L_{2}}=\left\{a^{n} \mid \mathcal{O} \models L_{1} \rightarrow \bigcirc_{F}^{n} L_{2}, n \geq 0\right\}$. The set of its states is $\operatorname{lit}(\boldsymbol{q}), L_{1}$ is the initial state, the set of accepting states is $\left\{L_{2}\right\}$, and the transitions are the following:

- $L \rightarrow{ }_{a} L^{\prime}$ if $\mathcal{O} \models L \rightarrow \bigcirc_{F} L^{\prime}$;
- $L \rightarrow_{\varepsilon} L^{\prime}$ if $\mathcal{O} \models L \rightarrow L^{\prime}$.

Let $\Xi_{A}^{\exists}=\{B \in \Xi \mid \mathcal{O},\{B(0)\} \models \exists x A(x)\}$ and $\Xi_{A}^{\forall}=\{B \in \Xi \mid \mathcal{O},\{B(0)\} \models \forall x A(x)\}$.

- Lemma 31. (i) The language $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ is $\mathrm{FO}(<)$-definable iff, for all $B, C \in \Xi \backslash \Xi_{A}^{\exists}$, the language $\boldsymbol{L}_{B \neg C}$ is $\mathrm{FO}(<)$-definable.
(ii) The language $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ is $\mathrm{FO}(<)$-definable iff the following holds:
- for all $B \in \Xi$, the languages $\boldsymbol{L}_{B A}$ and $\boldsymbol{L}_{\neg A \neg B}$ are $\mathrm{FO}(<)$-definable;
- for all $B, C \in \Xi \backslash \Xi_{A}^{\forall}$ such that one of the $\boldsymbol{L}_{B A}$ and $\boldsymbol{L}_{\neg A \neg C}$ is finite, the language $\boldsymbol{L}_{B \neg C}$ is $\mathrm{FO}(<)$-definable.

Proof. $(i)(\Rightarrow)$ If $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ is $\mathrm{FO}(<)$-definable then so is $\boldsymbol{L}_{\Xi}(\boldsymbol{q}) \cap \boldsymbol{L}\left(\{B\} \emptyset^{*}\{C\}\right)$, for any $B, C$. For $B, C \notin \Xi_{A}^{\exists}$, we have $\{B\} \emptyset^{n}\{C\} \in \boldsymbol{L}_{\Xi}(\boldsymbol{q})$ iff $\mathcal{O} \models B \rightarrow \bigcirc_{F}^{n+1} \neg C$.
$(\Leftarrow)$ For a $\Xi$-ABox $\mathcal{A}$, we have $w_{\mathcal{A}} \in \boldsymbol{L}_{\Xi}(\boldsymbol{q})$ iff either there is $B(k) \in \mathcal{A}$, for some $B \in \Xi_{A}^{\exists}$, or there are $B, C \in \Xi \backslash \Xi_{A}^{\exists}$ and $k \leq l$ such that $B(k), C(l) \in \mathcal{A}$ and $\mathcal{O} \models B \rightarrow \bigcirc_{F}^{k-l} \neg C$. By assumption, all of these conditions are $\mathrm{FO}(<)$-definable.
(ii) $(\Rightarrow)$ If $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ is $\mathrm{FO}(<)$-definable, then so is $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x)) \cap \boldsymbol{L}\left(\{B\} \emptyset^{*} \emptyset^{\prime}\right)$ (see the definition of $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ in Section 2) and $\boldsymbol{L}_{\Xi}(\boldsymbol{q}(x)) \cap \boldsymbol{L}\left(\emptyset^{\prime} \emptyset^{*}\{B\}\right)$, for any $B \in \Xi$. We have $\{B\} \emptyset^{n} \emptyset^{\prime} \in \boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ iff $\mathcal{O} \models B \rightarrow \bigcirc_{F}^{n+1} A$ and $\emptyset^{\prime} \emptyset^{*}\{B\} \in \boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ iff $\mathcal{O} \models B \rightarrow \bigcirc_{P}^{n+1} A$. Suppose $B, C \in \Xi \backslash \Xi_{A}^{\forall}$ and $\boldsymbol{L}_{B A}$ is finite. There is $l \in \mathbb{Z}$ such that $\mathcal{O},\{C(0)\} \not \vDash A(l)$ and there is $k$ such that $k>n$ for all $a^{n} \in \boldsymbol{L}_{B A}$. For $m>k+|l|$, we have $\mathcal{O},\{B(0), C(m)\} \models A(m+l)$ iff $\mathcal{O} \models B \rightarrow \bigcirc_{F}^{m} \neg C$. The case when $\boldsymbol{L}_{\neg A \neg C}$ is finite is similar.
$(\Leftarrow)$ One can prove by induction on the construction of star-free expressions that every star-free language over a unary alphabet is either finite or cofinite. Since, for all $B \in \Xi$, the languages $\boldsymbol{L}_{B A}$ and $\boldsymbol{L}_{\neg A \neg B}$ are $\mathrm{FO}(<)$-definable, they all are star-free. Therefore, there is $n \in \mathbb{N}$ such that, for any $B$ and $n_{1}, n_{2}>n$, we have $a^{n_{1}} \in \boldsymbol{L}_{B A}$ iff $a^{n_{2}} \in \boldsymbol{L}_{B A}$ and similarly for $L_{\neg A \neg B}$.

For a $\Xi$-ABox $\mathcal{A}$ and $k \in \mathbb{Z}$, we have $w_{\mathcal{A}, k} \in \boldsymbol{L}_{\Xi}(\boldsymbol{q}(x))$ iff either there is $B(l) \in \mathcal{A}$ with $l \leq k$ and $\mathcal{O} \models B \rightarrow \bigcirc_{F}^{l-k} A$, or there is $B(l) \in \mathcal{A}$ with $l>k$ and $\mathcal{O} \models B \rightarrow \bigcirc_{P}^{k-l} A$, or there are $B(k), C(l) \in \mathcal{A}$ such that $k-l<2 n$ and $\mathcal{O} \models B \rightarrow \bigcirc_{F}^{k-l} \neg C$, or there are $B(k), C(l) \in \mathcal{A}$
such that $k-l \geq 2 n, \boldsymbol{L}_{B A}$ and $\boldsymbol{L}_{\neg A \neg C}$ are infinite, or $B(k), C(l) \in \mathcal{A}$ such that $k-l \geq 2 n$, one of $\boldsymbol{L}_{B A}$ and $\boldsymbol{L}_{\neg A \neg C}$ is finite and $\mathcal{O} \models B \rightarrow \bigcirc_{F}^{k-l} \neg C$. All of these conditions are $\mathrm{FO}(<)$ definable. (In the fourth case, since $\boldsymbol{L}_{B A}$ is $\mathrm{FO}(<)$-definable and infinite, $\mathcal{O} \models B \rightarrow \bigcirc_{F}^{n} \square_{F} A$ and, similarly, $\mathcal{O} \models C \rightarrow \bigcirc_{P}^{n} \square_{P} A$; therefore, $\mathcal{O},\{B(k), C(l)\} \models \forall x A(x)$ and we do not need to check for inconsistency.)

Thus, to check $\mathrm{FO}(<)$-rewritability of $\boldsymbol{q}$ and $\boldsymbol{q}(x)$, it suffices to check $\mathrm{FO}(<)$-definability, emptiness and finiteness of the languages of the form $\boldsymbol{L}_{L_{1} L_{2}}$. Emptiness and finiteness can be checked in NL. Using [50, Theorem 6.1], one can show that deciding FO( $<$ )-definability of the language of a unary NFA is coNP-complete, which gives the required upper bound for deciding $\mathrm{FO}(<)$-rewritability of both Boolean and specific $L T L_{\text {krom }}^{\bigcirc}$ OMAQs.

To show the matching lower bound, for any unary NFA $\mathfrak{A}=\left(Q,\{a\}, \delta, q_{0}, F\right)$ without $\varepsilon$-transitions, we define an $L T L_{\text {core }}^{\bigcirc}$ ontology $\mathcal{O}_{\mathfrak{A}}$ with the axioms $X \rightarrow \bigcirc_{F} q_{0}, q \wedge Y \rightarrow \perp$, for every $q \in F$, and $q \rightarrow \bigcirc_{F} p$, for every transition $q \rightarrow_{a} p$. The OMAQs $\boldsymbol{q}=\left(\mathcal{O}_{\mathfrak{A}}, A\right)$ for $A \notin Q \cup\{X, Y\}$ and $\boldsymbol{q}(x)=\left(\mathcal{O}_{\mathfrak{A}}, A(x)\right)$ are $\mathrm{FO}(<)$-rewritable over $\{X, Y\}$-ABoxes iff $\boldsymbol{L}(\mathfrak{A})$ is star-free because $\mathcal{O}, \mathcal{A} \models A(l)$, for an $\{X, Y\}$-ABox $\mathcal{A}$, iff $\mathcal{A}$ is inconsistent with $\mathcal{O}_{\mathfrak{A}}$. An $\{X, Y\}$-ABox $\mathcal{A}$ is inconsistent iff there are $X(i), Y(j) \in \mathcal{A}$ with $a^{j-i-1} \in \boldsymbol{L}(\mathfrak{A})$.

Our next result deals with a weaker (Horn $\cap \mathrm{Krom}$ ) ontology language but more expressive queries.

Theorem 32. Deciding $\mathrm{FO}(<)$-rewritability of Boolean and specific $L T L_{\text {core }}^{\circ}$ OMPEQs over $\Xi$-ABoxes is $\Pi_{2}^{p}$-complete.

Proof. By Proposition 15 (ii) and Lemma 14, it is enough to consider Boolean $L T L_{\text {core }}^{\bigcirc}$ OMPEQs $\boldsymbol{q}=(\mathcal{O}, \boldsymbol{q})$ with $\perp$-free $\mathcal{O}$. We further assume, without loss of generality, that all of the axioms have the following forms: $A \rightarrow B, A \rightarrow \bigcirc_{F} B$, or $A \rightarrow \bigcirc_{P} B$, for atomic $A$ and $B$.

- Lemma 33. For $v \in \Sigma_{\Xi}^{*}$, deciding whether $v \in \boldsymbol{L}_{\Xi}(\boldsymbol{q})$ can be done in $N P$.

Proof. We prove that, given an $\operatorname{ABox} \mathcal{A}$ and $j \in \mathbb{Z}$, checking $\mathcal{O}, \mathcal{A} \models \varkappa(j)$ is in NP.
The proof is by induction on the construction of $\varkappa$. If $\varkappa$ is atomic and $\mathcal{O}, \mathcal{A} \models \varkappa(j)$ then there is $B(i) \in \mathcal{A}$ such that $\mathcal{O} \models B \rightarrow \bigcirc_{F}^{j-i} A$ or $\mathcal{O} \models B \rightarrow \bigcirc_{P}^{i-j} A$, which can be checked in polynomial time. The cases $\varkappa=\varkappa_{1} \wedge \varkappa_{2}$ and $\varkappa=\varkappa_{1} \vee \varkappa_{2}$ are obvious.

Let $\varkappa=\diamond_{F} \varkappa_{1}$. If $\mathcal{O}, \mathcal{A} \models \varkappa(j)$, then $\mathcal{O}, \mathcal{A} \models \varkappa_{1}(i)$ for some $i>j$. By the structure of the canonical models [7], the required $i$ can be found in the interval $j<i<|j|+\max \mathcal{A}+2^{O(|\mathcal{O}|)}$. So it is of polynomial length and we can non-deterministically guess it along with the necessary certificate proving that $\mathcal{O}, \mathcal{A} \models \varkappa_{1}(i)$, which exists by IH. The case of $\varkappa=\diamond_{P} \varkappa_{1}$ is symmetric.

It remains to recall from [7] that the certain answer to $\boldsymbol{q}$ over $\mathcal{A}$ is yes iff there exists $j \in\left[-O\left(2^{\mathcal{O}}\right), \max \mathcal{A}+O\left(2^{\mathcal{O}}\right)\right]$ such that $\mathcal{O}, \mathcal{A} \models \varkappa(j)$.

Using criteria (i)-(iii) from the proof of Theorem 30, the assumption above, and the structure of $\varkappa$, we obtain that $\mathcal{O}, \mathcal{A} \models \exists \varkappa(x)$ iff $\mathcal{O}, \mathcal{A}^{\prime} \models \exists \varkappa(x)$, for some $\mathcal{A}^{\prime} \subseteq \mathcal{A}$ with $\left|\mathcal{A}^{\prime}\right| \leq|\varkappa|$. We reformulate this observation in slightly different terms. Let $\mathcal{B}$ be the set of words $w=w_{1} \ldots w_{k} \in \Sigma_{\Xi}^{*}$ such that, for every $i$, we have $\left|w_{i}\right| \geq 1$ and $\left|w_{1}\right|+\cdots+\left|w_{k}\right| \leq|\varkappa|$. With every such $w$ we associate the language $L_{w}=\boldsymbol{L}\left(\emptyset^{*} w_{1} \emptyset^{*} \ldots \emptyset^{*} w_{k} \emptyset^{*}\right) \cap \boldsymbol{L}_{\Xi}(\boldsymbol{q})$. For $\Sigma_{\boldsymbol{q}}^{*}$-words $v$ and $v^{\prime}$, we write $v^{\prime} \leq v$ if they are of the same length and $v_{i}^{\prime} \subseteq v_{i}$, for all $i$.

- Lemma 34. For every $v \in \Sigma_{\Xi}^{*}$, we have $v \in \boldsymbol{L}_{\Xi}(\boldsymbol{q})$ iff there is $v^{\prime} \leq v$ such that $v^{\prime} \in \boldsymbol{L}_{w}$ for some $w \in \mathcal{B}$.

We also require the following:

- Lemma 35. A regular language

$$
\boldsymbol{L} \subseteq \boldsymbol{L}\left(a^{*} b_{1} a^{*} b_{2} a^{*} \ldots a^{*} b_{k} a^{*}\right)
$$

with $a \notin\left\{b_{1}, \ldots, b_{k}\right\}$ is star-free iff $\boldsymbol{L}$ can be defined by a regular expression of the form

$$
\alpha=\bigcup_{i=1}^{n} \alpha_{i, 0} b_{1} \alpha_{i, 1} \ldots \alpha_{i, k-1} b_{k} \alpha_{i, k}
$$

Proof. $(\Leftarrow)$ All individual members of the union are concatenations of star-free languages. Therefore, $\boldsymbol{L}$ is star-free because star-free languages are closed under concatenation and union.
$(\Rightarrow)$ The proof is by induction on $k$. For $k=0, \boldsymbol{L} \subseteq \boldsymbol{L}\left(a^{*}\right)$ is either finite or cofinite. If it is finite, then $\boldsymbol{L}=\bigcup_{j=1}^{m} a^{i_{j}} ;$ otherwise, $\boldsymbol{L}=\bigcup_{j=1}^{m} a^{i_{j}} \cup\left\{a^{n} \mid n>i_{m}\right\}$, and so $\boldsymbol{L}=\boldsymbol{L}\left(a^{i_{m}} a^{*} \cup \bigcup_{j=1}^{m-1} a^{i_{j}}\right)$.

Let $k>0$. Let $\mathfrak{A}=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be a minimal DFA accepting $L$. Let $B=\{q \in Q \mid$ $\left.\exists i \delta_{a^{i}}\left(q_{0}\right)=q\right\}$ and let $B^{\prime}=\left\{q \in B \mid \delta\left(q, b_{1}\right)\right.$ is defined $\}$. For a non-trash $p \in B^{\prime}$, let $\boldsymbol{L}_{p}$ be the language accepted by the automaton $\left(B,\{a\},\left.\delta\right|_{B}, I,\left\{p_{B}\right\}\right)$ and let $\boldsymbol{L}_{p}^{\prime}$ be the language accepted by the automaton $\left(Q / B, \Sigma,\left.\delta\right|_{Q / B}, \delta\left(p, b_{1}\right), F\right)$. Clearly, $\boldsymbol{L}_{p}^{\prime} \subseteq \boldsymbol{L}\left(a^{*} b_{2} a^{*} b_{3} a^{*} \ldots a^{*} b_{k} a^{*}\right)$ and both $L_{p}$ and $L_{p}^{\prime}$ are star-free. Therefore, by IH, there are a regular expression $\bigcup_{i=1}^{n_{p}} \alpha_{i, 0}^{p}$ defining $\boldsymbol{L}_{p}$ and a regular expression $\bigcup_{j=1}^{n_{p}^{\prime}} \alpha_{j, 1}^{p} b_{2} \alpha_{j, 2}^{p} \ldots \alpha_{j, k-1}^{p} b_{k} \alpha_{j, k}^{p}$ defining $\boldsymbol{L}_{p}^{\prime}$. Since $\boldsymbol{L}=\bigcup_{p \in B}\left(\boldsymbol{L}_{p} \cdot\left\{b_{1}\right\} \cdot \boldsymbol{L}_{p}^{\prime}\right)$, the language $\boldsymbol{L}$ is defined by

$$
\bigcup_{p \in B} \bigcup_{i=1}^{n_{p}} \bigcup_{j=1}^{n_{p}^{\prime}} \alpha_{i, 0}^{p} b_{1} \alpha_{j, 1}^{p} b_{2} \alpha_{j, 2}^{p} \ldots \alpha_{j, k-1}^{p} b_{k} \alpha_{j, k}^{p}
$$

This completes the proof of the lemma.

- Lemma 36. The language $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ is star-free iff $\boldsymbol{L}_{w}$ is star-free, for every $w \in \mathcal{B}$.

Proof. $(\Rightarrow)$ If $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ is star-free, then so is $\boldsymbol{L}_{w}$ because $\boldsymbol{L}\left(\emptyset^{*} w_{1} \emptyset^{*} \ldots \emptyset^{*} w_{k} \emptyset^{*}\right)$ is star-free and star-free languages are closed under intersection.
$(\Leftarrow)$ Suppose the language $\boldsymbol{L}_{w}$ is star-free. By Lemma 35, $\boldsymbol{L}_{w}$ is defined by the expression $\alpha_{w}=\bigcup_{i=1}^{n_{w}} \alpha_{i, 0} w_{1} \alpha_{i, 1} \ldots \alpha_{i, k-1} w_{k} \alpha_{i, k}$ for some $n_{w} \in \mathbb{N}$, where each $\alpha_{i, j}$ is either $\emptyset^{l}$ or $\emptyset^{l} \emptyset^{*}$. Let $\alpha_{i, j}^{\prime}=\sigma^{l}$ or $\sigma^{l} \varnothing^{c}$ (we use $\emptyset$ to denote the letter of $\Sigma_{\Xi}$ and $\varnothing$ to denote the empty language), respectively, where $\sigma=\bigcup_{a \in \Sigma_{q}} a$. Let

$$
\alpha_{w}^{\prime}=\bigcup_{j=1}^{n_{w}}\left(\alpha_{j, 0}^{\prime}\left(\bigcup_{w_{1} \subseteq a} a\right) \alpha_{j, 1}^{\prime} \ldots \alpha_{j, k-1}^{\prime}\left(\bigcup_{w_{k} \subseteq a} a\right) \alpha_{j, k}^{\prime}\right)
$$

We see that $\alpha_{w}^{\prime}$ is star-free and $\boldsymbol{L}\left(\alpha_{w}^{\prime}\right)=\left\{v \in \Sigma_{\boldsymbol{q}}^{*} \mid \exists v^{\prime} \in \boldsymbol{L}_{w} v^{\prime}<v\right\}$. It follows that $\boldsymbol{L}\left(\bigcup_{w \in \mathcal{B}} \alpha_{w}^{\prime}\right)=\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ and $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ is star-free.

For $w=w_{1} \ldots w_{k} \in \mathcal{B}$ and $I=\left(i_{0}, \ldots, i_{k}\right)$, let $v_{w, I}=\emptyset^{i_{0}} w_{1} \emptyset^{i_{1}} \ldots w_{k} \emptyset^{i_{k}}$. For $c \in \mathbb{N}$, let $I_{\leq c}$ be $I$ with all $i_{j}>c$ replaced with $c$.

- Lemma 37. $\boldsymbol{L}_{w}$ is star-free iff $v_{w, I} \in \boldsymbol{L}_{\Xi}(\boldsymbol{q})$ just in case $v_{w, I_{\leq c}} \in \boldsymbol{L}_{\Xi}(\boldsymbol{q})$, for all $I$, where $c=2^{|\operatorname{sig}(\boldsymbol{q})|+|\varkappa|}+1$.

Proof. $(\Leftarrow)$ For $w=w_{1} \ldots w_{k}$, let $\mathcal{I}_{w}=\left\{I=\left(i_{0}, \ldots, i_{k}\right) \mid \max i_{l} \leq c, v_{w, I} \in \boldsymbol{L}(\boldsymbol{q})\right\}$. It is a finite set. For each $I \in \mathcal{I}_{w}$, let $\alpha_{I}=\alpha_{I, 0} b_{1} \alpha_{I, 1} \ldots b_{k} \alpha_{I, k}$ where $\alpha_{I, j}=\emptyset^{j}$ if $j<c$ and $\emptyset^{c} \emptyset^{*}$ if $j=c$. We see that $\boldsymbol{L}_{w}$ is defined by $\bigcup_{I \in \mathcal{I}_{w}} \alpha_{I}$, and so it is star-free.
$(\Rightarrow)$ Consider $\alpha_{w}$ from Lemma 36. Each $\alpha_{i, j}$ is either $\emptyset^{l}$ or $\emptyset^{l} \emptyset^{*}$. Choose $l_{\max }$ to be bigger than all of the $l$. We see that $v_{w, I} \in \boldsymbol{L}_{\Xi}(\boldsymbol{q})$ iff $v_{w, I_{\leq l_{\text {max }}}} \in \boldsymbol{L}_{\Xi}(\boldsymbol{q})$.

Consider ABox $\mathcal{A}$ corresponding to $v_{w, I_{\leq c}}$ and choose $l$ such that $i_{l}=c$. There are two places in the part of the canonical model corresponding to $i_{l}$ where exactly the same atomic concepts and subformulas of $\varkappa$ are true. Let them be $l_{1}$ and $l_{2}$. If we 'repeat' the $\left[l_{1}+1, l_{2}\right]$ part $m$ times, we obtain exactly the canonical model for the ABox corresponding to $v_{w, I^{\prime}}$ where $I^{\prime}$ has $c+(m-1)\left(l_{2}-l_{1}\right)$ in place of $i_{l}$.


We can choose $m$ so that $c+(m-1)\left(l_{2}-l_{1}\right)>l_{\max }$. We can do the same for all $i_{j}=c$ in $I_{<c}$ and all $i_{j} \geq c$ in $I$. So the words $v_{w, I_{<l_{\max }}}, v_{w, I_{<c}}$ and $v_{w, I}$ are in or out of $\boldsymbol{L}_{w}$ simultaneously.

We are now in a position to show that deciding $\mathrm{FO}(<)$-rewritability of $\boldsymbol{q}$ can be done in $\Pi_{2}^{p}$. Indeed, $\boldsymbol{q}$ is not $\mathrm{FO}(<)$-rewritable iff we can guess $w \in \mathcal{B}$ and $I$ such that $\max (I)<2 c$ and only one of $v_{I}$ and $v_{I<c}$ belongs to $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$. By Lemma 33, we can check membership in $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ using an NP-oracle, so the problem is in coNP ${ }^{\mathrm{NP}}=\Pi_{2}^{p}$.

We show the matching lower bound by reduction of $\forall \exists 3 \mathrm{CNF}$. Suppose we are given a QBF $\forall X \exists Y \varphi$ with a 3CNF $\varphi, X=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{m}\right\}$. We construct an $L T L_{\text {core }}^{\bigcirc}$ OMPEQ $\boldsymbol{q}_{\varphi}=\left(\mathcal{O}_{\varphi}, \varkappa_{\varphi}\right)$ such that $\boldsymbol{q}_{\varphi}$ is $\mathrm{FO}(<)$-rewritable iff $\forall X \exists Y \varphi(X, Y)$ is true.

We use atomic concepts $A_{i}^{j}$, for $1 \leq i \leq m, 0 \leq j \leq p_{m}-1$, where $p_{i}$ is the $i$-th prime number, $z^{0}$ and $z^{1}$, for $z \in X \cup Y, A$ and $B$. The ontology $\mathcal{O}_{\varphi}$ comprises the axioms

$$
\begin{aligned}
A \rightarrow A_{i}^{0}, \quad A_{i}^{j} \rightarrow \bigcirc_{F} A_{i}^{(j+1) \bmod p_{i}}, \quad A_{i}^{0} \rightarrow & y_{i}^{0}, \quad A_{i}^{1} \rightarrow y_{i}^{1}, \\
& x_{i}^{0} \rightarrow \bigcirc_{F} x_{i}^{0}, \quad x_{i}^{1} \rightarrow \bigcirc_{F} x_{i}^{1}, \quad B \rightarrow \bigcirc_{F} \bigcirc_{F} B .
\end{aligned}
$$

The size of the ontology $\left|\mathcal{O}_{\varphi}\right|$ is polynomial of $|X|+|Y|$ because $p_{m}=O(m \log m)$. Let $\varphi^{\prime}$ result from $\varphi$ by replacing all $x_{i}$ with $x_{i}^{1}$, all $\neg x_{i}$ with $x_{i}^{0}$, and similarly for the $y_{j}$. We set

$$
\varkappa_{\varphi}=A \wedge \bigwedge_{i=0}^{n}\left(x_{i}^{0} \vee x_{i}^{1}\right) \wedge\left(B \vee \diamond_{F} \varphi^{\prime}\right)
$$

We now show that $\boldsymbol{q}_{\varphi}$ is as required. Suppose $\forall X \exists Y \varphi(X, Y)$ is true. Consider an ABox $\mathcal{A}$ with the answer yes. There is $t \in \mathbb{Z}$ such that $\mathcal{O}_{\varphi}, \mathcal{A} \models \varkappa_{\varphi}(t)$. We know that then $A(t) \in \mathcal{A}$, and $\mathcal{O}_{\varphi}, \mathcal{A} \models \bigwedge_{i=0}^{n}\left(x_{i}^{0} \vee x_{i}^{1}\right)$. This means that, for every $i$, there is $x_{i}^{0}(s)$ or $x_{i}^{1}(s)$ in $\mathcal{A}$, for some $s \leq t$. There is an assignment for $a s_{1} \in 2^{X}$ such that $\mathcal{O}_{\varphi}, \mathcal{A} \models x_{i}^{a s_{1}(i)}(s)$ for all $s>t$. For this assignment, there exists a corresponding assignment of $a s_{2} \in 2^{Y}$. There is a number $r$ such that $r \bmod p_{i}=a s_{2}(i)$ for all $i \leq m$. Therefore $\mathcal{O}_{\varphi}, \mathcal{A} \models y_{i}^{a s_{2}(i)}, \mathcal{O}_{\varphi}, \mathcal{A} \models \varphi^{\prime}(t+r)$, and so $\mathcal{O}_{\varphi}, \mathcal{A} \models \diamond_{F} \varphi^{\prime}(j)$. Thus, the sentence

$$
\exists t\left(A(t) \wedge \bigwedge_{i=0}^{n} \exists s\left((s \leqslant t) \wedge\left(x_{i}^{0}(s) \vee x_{i}^{1}(s)\right)\right)\right)
$$

is an $\mathrm{FO}(<)$-rewriting of $\boldsymbol{q}_{\varphi}$.
If $\forall X \exists Y \varphi(X, Y)$ is false, then there is an assignment $a s \in 2^{X}$ to the variables in $X$ such that $\varphi$ is false for any assignments to $Y$. Let $X_{a s}=\{A\} \cup \bigcup_{i=1}^{n}\left\{x_{i}^{a s\left(x_{i}\right)}\right\}$. Consider $\mathcal{A}=\{B(0)\} \cup \bigcup_{x \in X_{a s}} x(l)$ for some $l>0$. If the certain answer to $\boldsymbol{q}_{\varphi}$ over $\mathcal{A}$ is yes, then $\mathcal{O}_{\varphi}, \mathcal{A} \models \varkappa_{\varphi}(l)$. Therefore $\mathcal{O}_{\varphi}, \mathcal{A} \models B(l)$ since $\mathcal{O}_{\varphi}, \mathcal{A} \not \vDash \diamond_{F} \varphi^{\prime}(l)$. This means that, for $w=\{B\} X_{a s}$, the language $\boldsymbol{L}_{w}$ is $\boldsymbol{L}\left(\emptyset^{*}\{B\}(\emptyset \emptyset)^{*} X_{a s} \emptyset^{*}\right)$ and not star-free, and therefore $\boldsymbol{q}_{\varphi}$ is not $\mathrm{FO}(<)$-rewritable by Lemma 36 .

This picture illustrates the intended models of $\mathcal{O}_{\varphi}$ and $\mathcal{A}=\left\{A(0), x_{1}^{1}(0), x_{2}^{0}(0)\right\}$ for the formula $\varphi=\forall x_{1}, x_{2} \exists y_{1}, y_{2}\left(\left(x_{1}=y_{1}\right) \wedge\left(x_{2}=y_{2}\right)\right)$ :


This completes the proof of Theorem 32 .

If we slightly increase the expressive power of $L T L_{\text {core }}^{\circ}$ OMPEQs $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ by allowing $\square$-operators in $\varkappa$, the problem of deciding $\mathrm{FO}(<)$-rewritability becomes more complex:

- Theorem 38. Deciding $\mathrm{FO}(<)$-rewritability of Boolean and specific $L T L_{\text {core }}^{\circ}$ OMPQs is PSPACE-complete

Proof. By Proposition 15 and Lemma 14, it suffices to prove this theorem for Boolean $L T L_{\text {core }}^{\bigcirc}$ OMPQs. The upper bound follows from Theorem 27 as core OMQs are linear Horn OMQs.

To prove the matching lower bound, we reduce the PSPACE-complete DFA intersection problem (see, e.g., $[14,21]$ ) to OMQ rewritability. Let $\mathfrak{A}_{1}, \ldots, \mathfrak{A}_{n}$ with $\mathfrak{A}_{i}=\left(Q_{i}, \Sigma, \delta_{i}, q_{0}^{i}, F_{i}\right)$ be a sequence of DFAs that do not accept the empty word, have a common input alphabet, and disjoint sets of states.

Let $Q_{i}=\left\{q_{1}^{i}, \ldots, q_{j_{i}}^{i}\right\}$. Consider the following ontology $\mathcal{O}$ with atomic concepts $\{X, Y, B\} \cup \bigcup_{i \in[1, n]} \delta_{i}:$
$\left(q_{k}^{i}, a, q_{l}^{i}\right) \wedge\left(q_{m}^{i}, b, q_{n}^{i}\right) \rightarrow \perp, \quad$ if $k \neq m$ or $l \neq n$,
$\left(q_{k}^{i}, a, q_{l}^{i}\right) \wedge \bigcirc_{F}\left(q_{m}^{i}, b, q_{n}^{i}\right) \rightarrow \perp, \quad$ if $l \neq m$,
$\left(q_{k}^{i}, a, q_{l}^{i}\right) \wedge\left(q_{m}^{j}, b, q_{n}^{j}\right) \rightarrow \perp, \quad$ if $a \neq b$,
$X \wedge \bigcirc_{F}\left(q_{k}^{i}, a, q_{l}^{i}\right) \rightarrow \perp, \quad$ for $k \neq 0$,
$\left(q_{k}^{i}, a, q_{l}^{i}\right) \wedge \bigcirc_{F} Y \rightarrow \perp, \quad$ for $q_{l}^{i} \notin F_{i}$,
$X \wedge \bigcirc_{F} Y \rightarrow \perp$,
$Y \rightarrow \bigcirc_{F} Y$,
$B \rightarrow \bigcirc_{F} \bigcirc_{F} B$.

Set

$$
\varkappa=C \wedge X \wedge \square_{F}\left(\left(\bigwedge_{i \in[1, n]} \bigvee_{(r, a, s) \in \delta_{i}}(r, a, s)\right) \vee Y\right)
$$

We claim that the OMQ $\boldsymbol{q}=(\mathcal{O}, \varkappa)$ is $\mathrm{FO}(<)$-rewritable over $\Xi$-ABoxes, for $\Xi=\operatorname{sig}(\boldsymbol{q})$, iff $\bigcap_{i \in[1, n]} L\left(\mathfrak{A}_{i}\right)=\emptyset$. The picture below illustrates the structure of the intended models:

$(\Leftarrow)$ If $\bigcap_{i \in[1, n]} L\left(\mathfrak{A}_{i}\right)=\emptyset$, then, for any ABox $\mathcal{A}$, we have $\mathcal{O}, \mathcal{A} \models \varkappa(k)$ iff the ABox $\mathcal{A}$ is inconsistent with $\mathcal{O}$. It follows that the disjunction $\mathcal{Q}$ of the following sentences (describing different cases of how $\mathcal{A}$ can be inconsistent with $\mathcal{O}$ )
$\bigvee_{i} \bigvee_{k \neq m, l \neq n} \exists s\left(\left(q_{k}^{i}, a, q_{l}^{i}\right)(s) \wedge\left(q_{m}^{i}, b, q_{n}^{i}\right)(s)\right)$
$\bigvee_{i} \bigvee_{l \neq m} \exists s\left(\left(q_{k}^{i}, a, q_{l}^{i}\right)(s) \wedge\left(q_{m}^{i}, a, q_{n}^{i}\right)(s+1)\right)$
$\bigvee_{i, j} \bigvee_{a \neq b} \exists s\left(\left(q_{k}^{i}, a, q_{l}^{i}\right)(s) \wedge\left(q_{m}^{j}, b, q_{n}^{j}\right)(s)\right)$
$\bigvee_{i} \bigvee_{k>0} \exists s\left(X(s) \wedge\left(q_{k}^{i}, a, q_{l}^{i}\right)(s+1)\right)$
$\bigvee_{A \in\{X\} \cup\left\{(r, a, s) \mid s \notin \bigcup_{i} F_{i}\right\}}^{\exists s, s^{\prime}\left(\left(s \leq s^{\prime}+1\right) \wedge A\left(s^{\prime}\right) \wedge Y(s)\right)}$
is an $\mathrm{FO}(<)$-rewriting of $\boldsymbol{q}$.
$(\Rightarrow)$ Let $w=w_{1} \ldots w_{k} \in \bigcap_{i \in[1, n]} L\left(\mathfrak{A}_{i}\right)$. For $i \in[1, n]$ and $j \in[0, k]$, there exists $q_{j}^{i} \in Q_{i}$ such that $\left(q_{j-1}^{i}, w_{j}, q_{j}^{i}\right) \in \delta_{i}$. Let $w_{\mathcal{A}}=\{B\}, w_{\mathcal{B}}=\emptyset$ and $w_{\mathcal{C}}$ be the word corresponding to the ABox $\mathcal{C}=\{X(0)\} \cup\left(\bigcup_{i \in[1, n]} \bigcup_{j \in[1, k]}\left\{\left(q_{j-1}^{i}, w_{j}, q_{j}^{i}\right)(j)\right\}\right) \cup\{Y(k+1)\}$. We see that a word of the form $w_{\mathcal{A}} w_{\mathcal{B}}^{n} w_{\mathcal{C}}$ is in $L_{\Xi}(\boldsymbol{q})$ iff $n$ is odd. Therefore, $\boldsymbol{L}_{\Xi}(\boldsymbol{q})$ is not star-free, and $\boldsymbol{q}$ is not $\mathrm{FO}(<)$-rewritable.

The reason causing the complexity gap between Theorems 32 and 38 can be explained by the rising combined complexity of answering $L T L_{\text {core }}^{\bigcirc}$ OMPQs, established by the following theorem, which should be compared with Lemma 33:

- Theorem 39. Given an $L T L_{\text {core }}^{\bigcirc} O M P Q \boldsymbol{q}(x)=(\mathcal{O}, \varkappa(x))$ and $x \in \mathbb{Z}$, checking whether $\mathcal{O}, \mathcal{A} \models \varkappa(x)$ is $P^{N P}[O(\log n)]$-complete.

Proof. As we saw above, checking whether $\mathcal{O}, \mathcal{A} \models A(x)$, for atomic $A$, is in P . Therefore, for $\varphi$ without temporal operators, but possibly with atoms of the form $(x \geq k)$, for some $k \in \mathbb{Z}$, checking whether $\mathcal{O}, \mathcal{A} \models \varphi(x)$ is also in P . We call such formulas simple. For any simple $\varphi$ and any $\circ \in\left\{\square_{F}, \square_{P}, \diamond_{F}, \diamond_{P}\right\}$, the set of $x$ such that $\mathcal{O}, \mathcal{A} \models \circ \varphi(x)$ is either empty, the whole line, or a half-line. Therefore, in the canonical model of $\mathcal{O}$ and $\mathcal{A}$, either $\circ \varphi(x)$ is equivalent to $\top, \perp$, or there is $t \in[\min \mathcal{A}-c, \max \mathcal{A}+c]$, for some $c=2^{O(|\mathcal{O}|)}$, such that $\circ \varphi(x)$ is equivalent to $x<t$ for $\circ=\square_{P}, \diamond_{F}$ or $t<x$ for $\circ=\square_{F}, \diamond_{P}$. We can find the precise equivalent (in the canonical model) atomic formula in NP. So we can find the equivalent formulas for the subformulas of $\varkappa$ of the form $\circ \varphi$, replace them with these atomic formulas, and repeat until we arrive to a single simple formula that can be evaluated in P at the
given point. Therefore the combined complexity of $L T L_{\text {core }}^{\circ}$ OMPQs belongs to the class TREES(NP), which is equivalent to $\mathrm{P}^{\mathrm{NP}}[O(\log n)]$ (see [32] for details).

To prove the matching lower bound, consider the $\mathrm{P}^{\mathrm{NP}}[O(\log n)]$-complete problem of checking validity in Carnap's modal logic. Carnap's modal logic is a nonstandard modal logic that differs substantially from the better-known Lewis' systems. In Carnap's modal logic, a subformula $\diamond \psi$ of a formula $\varphi$ evaluates to true if $\psi$ is a consistent formula, and a subformula $\square \psi$ evaluates to true iff $\psi$ is valid. Each modal subformula of $\varphi$ is evaluated independently of its context in $\varphi$.

The sentences true in Carnap's modal logic are precisely those sentences that are true in the fully connected Kripke structure, where each world corresponds to a finite set of propositional atoms made true, and each such set corresponds to precisely one world (see [32]).

Let var be a finite set of propositional variables. Let $S_{\mathrm{var}}$ be the fully connected Kripke structure, where each world corresponds to a finite set of propositional atoms from var made true, and each such set corresponds to precisely one world.

Let $p_{i}$ be the $i$-th prime number and let $P_{n}=\prod_{i=1}^{n} p_{i}$.
We construct an $L T L_{\text {core }}^{\bigcirc}$ ontology $\mathcal{O}_{\text {var }}$ in the following way. The set of atomic concepts in it is

$$
\left\{A_{j}^{i} \mid 1 \leqslant i \leqslant n, 0 \leqslant j \leqslant p_{n}-1\right\} \cup\left\{X_{i}, \bar{X}_{i} \mid X_{i} \in \operatorname{var}\right\} \cup\{A, B\} .
$$

The axioms of $\mathcal{O}_{\text {var }}$ are

$$
\begin{aligned}
& A \rightarrow A_{0}^{i}, \quad \text { for } 1 \leqslant i \leqslant n, \\
& A_{j}^{i} \rightarrow \bigcirc_{F} A_{(j+1) \bmod p_{i}}^{i}, \\
& A_{0}^{i} \rightarrow \bar{X}_{i}, \\
& A_{1}^{i} \rightarrow X_{i}, \\
& A_{j}^{i} \rightarrow B, \quad \text { for } 1 \leqslant j \leqslant p_{n}-2 .
\end{aligned}
$$

One can see that $\left|\mathcal{O}_{\text {var }}\right|$ is polynomial in $\mid$ var $\mid$.
Let $\varphi\left(x_{1}, \ldots, x_{n}\right)$ be a formula built from $x_{i}, 0,1, \vee, \wedge, \neg, \square, \diamond$ in negation normal form with all the variables from var. Define $\varkappa_{\varphi}$ inductively as follows:

$$
\begin{aligned}
& \varkappa_{x_{i}}=X_{i}, \\
& \varkappa_{\neg x_{i}}=\bar{X}_{i}, \\
& \varkappa_{\varphi \vee \psi}=\varphi \vee \psi \\
& \varkappa_{\varphi \wedge \psi}=\varphi \wedge \psi \\
& \varkappa_{\square \varphi}=\square_{F}(B \vee \varphi) \\
& \varkappa_{\diamond \varphi}=\diamond_{F}(\varphi) .
\end{aligned}
$$

Consider $\mathcal{A}=\{A(0)\}$. For any world $w \in S_{\mathrm{var}}$, there exists exactly one $n_{w}<P_{n}$ such that $n_{w}=0 \bmod p_{i}$ iff $x_{i} \notin w$ and $n_{w}=1 \bmod p_{i}$ iff $x_{i} \in w$. We see that, for any Boolean formula $\psi$, we have $\mathcal{O}_{\text {var }}, \mathcal{A} \models \psi\left(n_{w}\right)$ iff $\psi$ is true in $w$. Then, for any $k>0$, we have $\mathcal{O}_{\text {var }}, \mathcal{A} \models \psi(k)$ iff $\mathcal{O}_{\text {var }}, \mathcal{A} \models \psi\left(k+P_{n}\right)$ and if $\psi$ is a tautology then $\mathcal{O}_{\text {var }}, \mathcal{A} \models \psi \vee B(k)$. By induction on the construction of $\varphi$ one can show that $\mathcal{O}_{\text {var }}, \mathcal{A} \models \square_{F} \varkappa_{\varphi}(0)$ iff $\varphi$ is valid in Carnap's logic.

## 8 Conclusions

Motivated by ontology-based access to temporal data-a paradigm relying on FO-rewritability of ontology-mediated queries-we considered the problem of determining the optimal rewritability type and data complexity of answering any given LTL OMQ. We showed that this
problem is closely related to deciding $\mathrm{FO}(<)-\mathrm{FO}(<, \equiv)$ - and $\mathrm{FO}(<, \mathrm{MOD})$-definability of regular languages given by DFAs, NFAs and 2NFAs of different size. Various characterisations of $\mathrm{FO}(<)$-definability of the languages of DFAs/NFAs, deciding which is PSPACE-complete, have long become classical results in automata theory. Here, we extended some of them to $\mathrm{FO}(<, \equiv)$, $\mathrm{FO}(<, \mathrm{MOD})$ and 2NFAs, establishing the same PSpace complexity bound. Based on these results, we showed how the clausal form of ontology axioms in OMQs, the temporal operators involved and the type of queries are reflected in the structure of automata accepting the OMQs' yes-data instances and the complexity of deciding their FO-definability.

Interesting open problems include understanding the impact of the $\square$-operators in linear and core ontologies on the complexity of deciding FO-rewritability, extending our analysis to MTL-ontologies where OMQs are not necessarily FO(RPR)-rewritable, and so are outside of $\mathrm{NC}^{1}$, and to 2D combinations of LTL with description logics, in particular DL-Lite.
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